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ABSTRACT

For a multicomponent competitive adsorption of furfural and phenolic compounds, a
mathematical model was built to describe the mass transfer kinetics in a fixed bed column with
activated carbon. The effects of competitive adsorption equilibrium constant, axial dispersion, external
mass transfer and intraparticle diffusion resistance on the breakthrough curve were studied for weakly
adsorbed compound (furfural) and strongly compounds (parachlorophenol and phenol). Experiments
were carried out to remove the furfural and phenolic compound from aqueous solution. The
equilibrium data and intraparticle diffusion coefficients obtained from separate experiments in a batch
absorber, by fitting the experimental data with theoretical model. The results show that the
mathematical model includes external mass transfer and pore diffusion using nonlinear isotherms,
provides a good description of the adsorption process for furfural and phenolic compounds in fixed
bed adsorber.

KEY WORDS: Competitive, Adsorption, Fixed-Bed, Activated-Carbon, Multi-component,
Mathematical Model, Mass Transfer Coefficient.

INTRODUCTION

Furfural and phenolic compounds are organic compounds that enter the aquatic environment
through direct discharge from oil refineries. The content of these pollutants in the industrial
wastewater are usually higher than the standard limit (less than 5 ppm for furfural and less than 0.5
ppm for phenolic compounds).

Activated carbon adsorption is one of the important unit processes that is used in the treatment
of drinking waters and renovation of wastewaters (Alexander, 1989).

Understanding of the dynamics of fixed bed adsorption column for modeling is a demanding
task due to the strong nonlinearities in the equilibrium isotherms, interference effects of competition of
solute for adsorbent sites, mass transfer resistance between fluid phase and solid phase and fluid-
dynamics dispersion phenomena. The interplay of these effects produces steep concentration fronts,
which moves along the column during the adsorption process, which has to be accounted for in
modeling (Babu, 2004).
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Several rate models have been developed that take into account an external film transfer rate
step, unsteady state transport in the solid phase and nonlinear equilibrium isotherm to predict
adsorption rates in batch reactor and fixed bed (Crittenden and Weber, 1978).

The key parameters for design of the adsorption system are the process parameters that are used
for modeling the system for predicting the quality of effluent under a wide range of operating
conditions. The key process parameters in adsorption such as isotherm constants and mass transfer
coefficients are established by conducting batch studies of adsorption. Established isotherm models
such as Langmuir and Freundlich are used for assessing the suitability of an adsorbent in adsorption
system, where the experimental data are fitted to any one of these models.

The parameters that are responsible for mass transfer operation are the external mass transfer
coefficient and intraparticle diffusivity or surface diffusion coefficient in the case of the homogeneous
solid phase diffusion model.

The objective of the present research are to conduct experiments on the competitive adsorption
equilibrium and adsorption Kinetics in a fixed bed for removal of furfural (Fu) in the presence of
phenolic compounds (Ph, PCP) from aqueous solution and to compare the experimental results with
that simulated by the numerical solution of the general rate model which include axial dispersion, film
mass transfer, pore diffusion resistance and nonlinear isotherms.

MODELING OF MULTICOMPONENT FIXED-BED ADSORBER

The dynamics of a fixed bed is described by a set of convection diffusion equations, coupled
with source terms due to adsorption and diffusion inside the adsorbent particles.

The adsorption column is subjected to axial dispersion, external film resistance and intraparticle
diffusion resistance.

A rate model which considers axial dispersion, external mass transfer, intraparticle diffusion
and nonlinear isotherms is called a general multicomponent rate model. Such a model is adequate in
many cases to describe the adsorption and mass transfer processes in multicomponent adsorption
(Eggers, 2000; Volker, 1999).

The following equations are based on the hypothesis of an intraparticular mass transfer
controlled by diffusion into macropores (pore diffusion model). This approach considers three phases:

a. The mobile phase flowing in the space between particles.
b. The stagnant film of mobile phase immobilized in the macropores.
c. The stationary phase where adsorption occurs.
The following basic assumptions are made in order to formulate a general rate model (Eggers,
2000):
Adsorption process is isothermal.
The adsorbent particles in the column are spherical and uniform in diameter.
The concentration gradients in the radial direction are negligible.
An instantaneous local equilibrium exists between the macropore surface and the
stagnant fluid inside macropores of the particles.
e The film mass transfer mechanism can be used to describe the interfacial mass transfer
between the bulk-fluid and particle phases.
e The diffusional and mass transfer parameters are constant and independent of the
mixing effects of the components involved.
Continuity equation in the bulk-fluid phase:

2
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Using Cpi, the concentration in the stagnant fluid-phase (in the macropores), and writing the
expression of interfacial flux leads to:
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Substitution of equation 2 into equation 1 gives:

’C, | 3k, (1-
Dy, Loty oy iy %) (Coi—Cous, =0 3
0z 9z &R,

The particle phase continuity equation in spherical coordinates is:
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Initial and boundary conditions
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The model equations can be transformed into the following dimensionless equations:
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Initial condition becomes (7= 0):
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Cpi =C,;(0,2)=0 .13
c,=C,(0r,2)=0 .14

And boundary conditions become;

oc,;

z2=0: (a—zk’:PeLi(cbi -1 .15
oc. .

z=1: &:0 ...16
0z
oc,;

r=00 —=0 .17
or
oc .

— 1. Pi o

r=1: ?_Bui(cbi—cpi,rﬂ) 18

The concentration cpi* in equation 12 is the dimensionless concentration of component i in the
solid phase of the particles. It is directly linked to a multicomponent Langmuir isotherm:

. bC . aC_.
Qe =Cpi = R T .19

pi N, N,
1+ijij 1+ijij
j=1 j=1

And in dimensionless form:

a,c,
* _ pi
Ch = .20

1+Z(b,-Coj i

=

Finite element method is used for the discretization of the bulk-fluid phase partial differential
equation and the orthogonal collocation method for the particle phase equations an ordinary
differential equation system is produced. The ordinary differential equation system with initial values
can be readily solved using an ordinary differential equation solver such as the subroutine "ODE15S"
of MATLAB which is a variable order solver based on the numerical differentiation formulas (NDFs).
Optionally it uses the backward differentiation formulas (BDFs), which is also known as Gear's
method.

EXPERIMENTAL WORK AND PROCEDURE

The granulated activated carbon (GAC) used in the experiments was supplied by Unicarbon,
Italian. Its physical properties are listed in table 1.

The GAC was sieved into 28/32 mesh with geometric mean diameter of 0.5 mm. The GAC was
boiled, washed three times in distilled water and dried at 110° C for 24 hours, before being used as
adsorbent.

The aqueous solutions of furfural, phenol and parachlorophenol where prepared using reagent
grades. Their properties are listed in table 2.

The experiments were adjusted at the initial pH of 5.7 for phenolic compounds (Ping and
Guohua (1), 2001) and 8.1 for furfural, with 0.01 mol/l NaOH and 0.01 mol/l HCI. This is for single
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component experiments, while for multicomponent systems, the pH were adjusted at 7. Solutions were
not buffered to avoid adsorption competition between organic and buffer (Monneyron and Faur-
Brasget, 2002).

The experiments were carried out in Q.V.F. glass column of 50 mm (1.D.) and 50 cm in height.
The GAC was confined in the column by fine stainless steel screen, at the bottom and glass packing at
the top of the bed to ensure a uniform distribution of influent through the carbon bed. The influent
solutions were introduced to the column through a perforated plate, fixed at the top of the column.
Feed solutions were prepared in Q.V.F. vessel supplied with immersed heater with a thermocouple to
adjust the temperature of the solution.

For the determination of adsorption isotherms, 250 ml flasks were filled with 100 ml of known
concentration of solutes and a known weight of GAC. The flasks were then placed on a shaker and
agitated continuously for 30 hours at 30° C. The concentration of furfural, phenol and
parachlorophenol in the solutions were determined by a UV-160A spectrophotometer at 254, 270 and
300 nm, respectively.

The adsorbed amount is calculated by the following equations:

G _Vv(G.-c) .21
WA

The intraparticle diffusion coefficient for each solute was obtained by 2 liter Pyrex beaker fitted
with a variable speed mixer. The beaker was filled with 1 liter of known concentration solution and the
agitation started before adding the GAC. At time zero, the accurate weight of GAC where added.
Samples were taken every 5 minutes.

The necessary dosage of GAC, to reach equilibrium related concentration of C¢/C, equal 0.05,
were calculated from isotherms model and mass balance equation as follow:

W, = v(G,-C.) .22
Qe
Where:
q, = f(C.) .23

RESULTS AND DISCUSSION
Adsorption isotherm

The equilibrium isotherms for the investigated solutes onto GAC are presented in figure 1 .All
the adsorption isotherm display a nonlinear dependence on the equilibrium concentration.

The adsorption data for all the system fitted by Langmuir (Lucas and Cocero, 2004), Freundlich
(Weber and Walter, 1972), Radke-Prausnitz (Radke and Prausnitz, 1972), Dubinin-Radushkevich
(Monneyron and Faur-Brasget, 2002), Reddlich-Peterson (Jossens et al., 1972) and combination of
Langmuir-Freundlich models (Sips, 1984).

The correlation between experimental data and the theoretical models was very good for all
systems. The Langmuir adsorption model was selected to be introduced in the fixed bed model, where:

q,bC,
Q. ="~ .24
1+bC,
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The equilibrium data for furfural, phenol and parachlorophenol (multicomponent system)
aqueous solution in GAC is adapted as the competitive Langmuir isotherm model (Fahmi and
Munther, 2003):

mibiCei
= ...19

NS
1+Zl“bjc:e,j
J:

e,

In which the parameters qn,, b; are the coefficient of the single component. The parameters are
evaluated to be:

Om, re= 0.3744 kg/kg br,=18.42 m*/kg
Om, pn= 0.3500 kg/kg bpy=34.6 m*/kg
Om, pep= 0.3199 kg/kg bpcp=49.6 m*/kg

INTRAPARTICLE DIFFUSION COEFFICIENT

There were a good matching between batch experimental results and predicted data using pore
diffusion model for batch operation (Ping and Guohua (11), 2001) as shown in figure 2.

The pore diffusion coefficient for each solute are evaluated form the batch experiments to be
Dy, Fu = 9.870x10" m?/s, Dy pn = 8.251x10"m%s and D, pcp =7.657x1070 m?s.

The external mass transfer coefficients in packed bed model for each solute were evaluated by
the correlation of Wilson and Gearkoplis (Ping and Guohua (1), 2001).

Sh, = @Sci}/3 Re’® for Re=0.0015-55 .25
p
K, .d ud
Where: Sh =1 Sc. =" _ ang Re = P
Dm,i wam,i :uw

In which the molecular diffusion coefficient Dy,; of furfural, phenol and parachlorophenol in
aqueous solution are listed in table 2.

These values substitutes in equation 25 to evaluate Ks; at different interstitial velocity in the
mathematical mode.

The axial dispersion coefficient calculated form Chung and Wen equation (Gupta et al., 2001):

Dbpw Re
= — .26
M, 0.2+0.011Re

BREAKTHROUGH CURVE

Figures 3 to 10 show that the experimental and predicted breakthrough curves for
multicomponent system at different flow rate, bed depth and initial concentration of solutes at constant
temperature of 30° C. It is clear from these figures that:
1. The adsorption capacity order for the ternary system onto GAC as follow:

PCP>Ph>Fu
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In this case, the capacity of the adsorbate seems to influence the adsorption energy greatly. The
octanol-water partition coefficient K, given in table 2, shows that the parachlorophenol is more
hydrophobic than phenol and furfural.

It has been clearly demonstrated that adsorption of phenolic compounds onto activated carbon
induces the formation of m-m bond, where activated carbon act as an electron donor and the solute
benzene ring has an electron-withdrawing character (Monneyron and Faur-Brasqget, 2002). The
mesomeric and/or inductive character of the substitutent of the aromatic compound influences this
formation and thus the molecule's adsorption energy. This interpretation is supported by experimental
results: the withdrawing inductive character of chloride substitutents (Gupta, 1946) decreases the
electron density of the parachlorophenol-benzene ring compared with that of phenol-benzene ring
(Wheeler and Levy, 1959). The adsorption energy of parachlorophenol is higher than that of Ph. These
results agree with Ping and Guohua (1) (2001).

The adverse effect of the OH group (Bartell and Miller, 1923) on adsorption of phenol may be
attributed to the capability of this group to form hydrogen bonding with the water which renders the
compound less liable to be adsorbed in compared with parachlorophenol.

The lower adsorption capacity of furfural may be explained by its higher solubility, low
molecular weight and low octanol-water coefficient in compared with parachlorophenol or phenol.

Furfural is a polar solvent and activated carbon is generally regarded to favor the adsorption of
non-polar compound rather than polar compounds. Since pure carbon surface is considered to be non-
polar, but in actual practice, some carbon-oxygen complexes are present which render the surface
slightly polar (Al-Bahrani and Martin, 1977).

2. In case of multicomponent systems, at the initial stage, there are a lot of active sites of GAC, the
strongly and weakly adsorbed components take the active sites freely. With increasing time, the
weakly adsorbed component is not easily adsorbed but moves a head with the bulk fluid and takes the
active sites first in the front part of the fixed bed. Because the strongly adsorbed component tends to
take the active sites instead of the weakly adsorbed component, it will displace the sites that had been
taken by the weakly adsorbed components. The result is that the local concentration of the weakly
adsorbed component within the fixed bed adsorber is higher (Ping and Guohua (1), 2001).

3. The frontal concentration profile of the breakthrough curves, in a fixed bed adsorber, is related to
the initial solutes concentration, Biot number (Bi) and Peclet number (Pe).

4. An increase in the flow rate at constant bed depth will increase the Biot number with slight increase
in Peclet number, Biot is the ratio of external mass transfer rate to the intraparticle mass transfer rate.

When Biot number is large (that is, the intraparticle mass transfer is the controlled step (Ping
and Guohua (1), 2001)), the break point will appear early, this is due to the decrease in contact time
between the solute and the adsorbent at higher flow rate.

5. An increase in bed depth at constant flow rate will increase the Peclet number at constant Biot
number, where Peclet number is the ratio of axial convection rate to the axial dispersion rate.

When Peclet number is small (that is, the effect of axial dispersion is not negligible (Ping and
Guohua (1), 2001)), the breakthrough curve become flat and the break point appear early.

6. The simulated breakthrough curves for adsorption of ternary system (furfural, phenol, and
parachlorophenol) onto activated carbon are in a close agreement with the experimental results. Thus,
the mathematical model which includes axial dispersion, film mass transfer, pore diffusion resistance
and nonlinear isotherms provides a good description of the competitive adsorption process in fixed bed
adsorber.
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CONCLUSIONS

This work has studied the characteristics of the competitive adsorption of furfural in the
presence of phenolic compounds in aqueous solution in a fixed bed adsorber. A mathematical model
which includes external mass transfer and pore diffusion using non-linear isotherm was investigated.

The results show that the solubility and hydrophobicity has a large influence on adsorption
capacity and energy respectively. These influences were confirmed by ternary adsorption.

The general rate model provides a good description of the adsorption process of furfural and
phenolic compounds in fixed bed adsorber onto activated carbon.
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NOTATION

Symbols

b Langmuir constant, m*/kg
. - ( Kf Rp j
Bi Biot number -
£,Dy

C Concentration in fluid, kg/m®
C, Initial concentration, kg/m®
Dy Axial dispersion coefficient, m*/s
Dn Molecular diffusion coefficient, m*/s
D Pore diffusion coefficient, m*/s

=}

dp Particle diameter, m
K¢ Fluid to particle mass transfer coefficient, m/s
L Length of column, m
L
Pe Peclet number = -
Db
Q Fluid flow rate, m*/s
Oe Internal concentration of solute in particle, kg/kg
Om Adsorption equilibrium constant defined by Langmuir equation, kg./kg
ud
Re Reynolds number[mj, -
Hy
Rp Radius of particle, m
Sc Schmidt number[ F } -
wam,i
Kd,
Sh Sherwood number| ——— |, -
Dm,i
t Time, s
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Symbols
u Interstitial velocity (izj ., m/s
R,E,
V Volume of solution, m®
Wi Mass of activated carbon, kg
Z Axial distance, m
Greek symbols
b Bed porosity, -
& Porosity of adsorbent, -
Lw Viscosity of water, Pa.s
Pu Density of water, kg/m®
Subscript
b Bulk fluid phase
e Equilibrium
Fu Furfural
i Component number (1, 2,3 ...)
L Liquid phase
0 Initial
p Particle phase
PCP Parachlorophenol
Ph Phenol

TABLES AND FIGURES

Table 1, Physical properties of activated carbon

Raw material Coconut shell
Apparent density, kg/m® 480 - 490
Bulk density, kg/m’ 770
BET surface area, m*/g 1100
Particle porosity 0.5
Bed porosity 0.41
lodine number, mg/g 1100 - 1130
pH 10.2-10.6
Ash content, % 5 (max)
Particle size, %
Mesh +12 0.2
12 -16 20.67
16 - 20 25.05
20-30 34.18
30-40 18.83
40 - 1.08
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Table 2, Main properties of adsorbates
Property Furfural Phenol Paraczloolrophe
Symbol Fu Ph PCP
Formula C5H40g C5H5OH C6H5OC|
OH
0
/ OH
Structure
\
o) /
Cl
Molecular weight, g/mole 96.08 94.11 129
Solubility in water (at 20° C), g/l 83 66.7 28
Log (Kow) 1.58 1.50 2.35
Molecular diffusion (at 20° C), m/s 1.04x107 9.6x10° 8.82x10°

0.15 -

=)

X 0.10 4

D

X

& A PCPIsotherm
0.05 - © Phenol Isotherm

¢ Furfural Isotherm
— theoretical
0.00 T T T T T "
0.00 0.01 0.01 0.02 0.02 0.03 0.03

Ce (Kgim®)

Fig (1) Adsorption isotherm for PCP,Phenol and Furfural onto
activated carbon at 303 K.
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1.200 1
1.000
0.800
o
8 0.600 1 A Furfural system
® Phenol system
0.400 1 O PCP system
—— Theoretical
0.200 1
0.000 T T r r Y
0 50 100 150 200 250
time (min.)

Fig (2) Comparison of the measured concentration-time data
with that predicted by pore diffusion model in batch
adsorber for Furfural ,Phenol and PCP systems.

Fu-Ph-PCP adsorption Q=1.39*10°m?%s,L=0.25m
Co=0.05Kg/m*,C, ;4=0.01Kg/m %,C; e, =0.01Kg/m ®

15 1

1.2 1

0.9 1

Theoretical stical

cic,

0.6 1 PCP, Pe=105,Bi,;,=141 ’e=105,Bipcp=141
~ Ph , Pe=105, Biy=138 2=105,Biph=138
037 Fu ,Pe=105, Biy=122 e=105,Bifh=122
0.0 . . s
100000 150000 200000
Time (s)

Fig (3) The experimental and predicted breakthrough curves
for adsorption of Fu-Ph-PCP system onto activated
carbon at Co pep=0.01 kg/m”.
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Fu-Ph-PCP adsorption Q=1.39*10°m%/s,L=0.25m
Co1,=0.05Kg/m *,C, ,n=0.01Kg/m*,C, 5c,=0.03Kg/m
1.5 1
1.2 4
0.9 b
8 Theoretical retical
061 PCP, Pe=105Bipy;=141 Pe=105,Bipcp=141
Ph , Pe=105, Bi;=138 >e=105,Biph=138
0.3 1 Fu ,Pe=105, Biy=122 ’e=105,Bifu=122
0.0 , ' . v : .
0 20000 40000 60000 80000 100000 120000
Time (s)

Fig (4) The experimental and predicted breakthrough curves
for adsorption of Fu-Ph-PCP system onto activated
carbon at C, e, =0.03 kg/m®.

Fu-Ph-PCP adsorption ,Q=1.39*10"°m?¥s,L=0.25m,
Co.1u=0.05Kg/m>C, pcp=0.02Kg/M? C, ,n=0.005Kg/m*
1.5 1
1.2 1
0.9 1
g .
0.6 1 Theoretical oretical
PCP, Pe=105,Bi,,=141 ', Pe=105Bipcp=141
0.3 " ooh , Pe=105, Bi»=138 Pe=105,Biph=138
Fu ,Pe=105, Biy=122 Pe=105,Bifu=122
0.0 T T T T T "
0 20000 40000 60000 80000 100000 120000 140000 160000
Time (s)

Fig (5) The experimental and predicted breakthrough curves
for adsorption of Fu-Ph-PCP system onto activated
carbon at C, ;n=0.005 kg/m°.
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Fu-Ph-PCP adsorption ,Q=1.39*10°m?%s,L=0.25m,
Co5u=0.05Kg/m> C; pep=0.02Kg/m>,C, ,n=0.02Kg/m*

15~
1.2 4
0.9 A e
()O °
) °
0.6 ° Thanretical
Theoretical Pe=105,Bipc=141
0.3 PCP, Pe=105,Biy,=141 e=105,Biph=138
Ph , Pe=105, Bi;=138 ’e=105,Bifu=122
0.0 Fu ,Pe=105, Bi=122 _
0 20000 40000 60000 80000 100000 120000 140000

Time (s)

Fig (6) The experimental and predicted breakthrough curves
for adsorption of Fu-Ph-PCP system onto activated
carbon at C, ;n=0.02 kg/m”.

Fu-Ph-PCP adsorption,Q=1.39*10"°m%s,L=0.25m

Co ph=0.01Kg/m? C, pcp=0.02Kg/m®C, 1,=0.01Kg/m®
16

1.2 1

CICo

Theoretical yretical

PCP, Pe=105,Biy;=141 . Pe=105,Bipcp=141
0.4 Ph , Pe=105, Bi»=138 Pe=105,Biph=138
Fu , Pe=105, Bip=122 2e=105,Bifu=122
0.0 T T .
0 50000 100000 150000 200000
Time (s)

Fig (7) The experimental and predicted breakthrough curves
for adsorption of Fu-Ph-PCP system onto activated
carbon at C,1,=0.01 kg/m®.
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Fig (8) The experimental and predicted breakthrough curves
for adsorption of Fu-Ph-PCP system onto activated
carbon at Cq,=0.2 kg/m®,
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Fig (9) The experimental and predicted breakthrough curves
for adsorption of Fu-Ph-PCP system onto activated
carbon at different bed depth.
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ABSTRACT

Because of practical importance of protecting industrial equipments from galvanic corrosion,
the need arises to analyze the effects of variables, such as temperature, velocity, and area fraction of
metals on galvanic corrosion in systems under mass transfer control as in seawater (pH=7). For these
reasons the galvanic corrosion of Fe-Zn is analyzed to study the influence of Reynolds number,
temperature, and area fraction on the galvanic corrosion rates and galvanic corrosion potential under
mass transfer control.

It is found that galvanic corrosion rate of more active metal (Zn) is increased with Reynolds
number while the corrosion rate of more noble metal (Fe) is slightly increased with Re depending on
the galvanic potential that depends on the area fraction. Increasing Reynolds number shifts the
galvanic potential to more positive values. Also increasing temperature leads to shift the corrosion
potential to more negative values and to change the corrosion rate of more active metal (Zn)
depending on two parameters oxygen solubility and oxygen diffusivity. As area fraction of more
active metal (Zn) increased the galvanic potential is shifted to the negative anodic direction while the
corrosion rate for more noble metal is decreased.

KEY WORDS: Galvanic corrosion, mass transfer control, Fe-Zn couple, temperature, area fraction
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INTRODUCTION

Corrosion is the deterioration of materials by chemical interaction with their environment. The
term corrosion is some times also applied to the degradation of plastics, concrete, and wood but
generally refers to metals. The consequences of corrosion are many and varied and the effect of these
on the safe, reliable, and efficient operation of equipment or structures are often more serious than the
simple loss of a mass of metal. Failures of various kinds and the need for expensive replacements may
occur even though the amount of metal destroyed is quite small. Some of the major harmful effects of
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corrosion are [Shreir 2000]: reduction of metal thickness, hazards or injuries to people arising from
structural failure, loss of time, reduced value of goods, contamination of fluids in vessels and pipes,
perforation of vessels and pipes, loss of technically important surface properties of a metallic
component, and mechanical damage to valves, pumps, etc. Galvanic corrosion, often misnamed
"electrolysis,” is one common form of corrosion in marine environments. It occurs when two (or
more) dissimilar metals are brought into electrical contact under corrosive environment. When a
galvanic couple forms, one of the metals in the couple becomes the anode and corrodes faster than it
would all by itself, while the other becomes the cathode and corrodes slower than it would alone.
Either (or both) metal in the couple may or may not corrode by itself (themselves) in seawater. When
contact with a dissimilar metal is made, however, the self-corrosion rates will cause the corrosion of
the anode to accelerate and corrosion of the cathode to decelerate or even stop. If any two metals are
coupled together, the one closer to the anodic (or active) end of the series, will be the anode and thus
will corrode faster, while the one toward the cathodic (or noble) end will corrode slower. The two
major factors affecting the severity of galvanic corrosion are, (i) the voltage difference between the
two metals on the galvanic series, (ii) the size of the exposed area of cathodic metal relative to that of
the anodic metal.

Corrosion of the anodic metal is more rapid and more damaging as the voltage difference
increases. It is well known that the rate-controlling step in most aerated water corrosion processes is
the cathodic half reaction. The most important cathodic process in aerated waters is oxygen reduction.
The rate of this half reaction is generally limited by the speed at which oxygen can reach the surface
of the metal. This oxygen is transported from the bulk water to the surface across the boundary layer
by diffusion [Smith et. al. 1989, Cheng and Steward 2004].

Many investigations were carried out to study the galvanic corrosion. Copson [1945] studied the
galvanic action between steel coupled to nickel in tap water with 3 to 1 area ratio of Ni/ Fe and found
that the galvanic corrosion of steel was appreciable. Pryor [1946] investigated the galvanic corrosion
of Al/steel couple in chloride containing solution and found that aluminum completely protects steel
cathodically within the pH range 0-14, and the galvanic current and the corrosion rate of aluminum
are at a minimum in the nearly neutral pH range. Wranglen et al. [1969] studied the difference
between the galvanic corrosion rates of high and low carbon steel in acid solutions and concluded that
the engineers should not depend only on the galvanic series in the selection of their materials of
construction. Mansffeld et al [1971, 1973a, 1973b, 1973c,1973d] investigated experimentally many
factors that affect the galvanic interaction of various metals and alloys (as Al and Ti) in 3.5% NaCl
solution and in HCI and gave a detailed explanations. Tsujino et al.[1982] studied the galvanic
corrosion of steel coupled to noble metals (Pt, Cu, 304 stainless steel) in sodium chloride solution and
found that the local currents on the steel depend on the area ratio of the steel to the cathodic metal and
these currents are not related to the concentration of sodium chloride in neutral solutions. Bardal et
al.[1984] predicted galvanic corrosion rates by means of numerical calculation and experimental
models based on boundary element method. Glass and Ashworth [1985] perform experimental study
to determine the corrosion rates of zinc- mild steel couple at 65 °C in pH of 8. They determined and
discussed the variation of corrosion potential and corrosion rate with time. Fangteng et al.[1988]
presented a theoretical approach for galvanic corrosion allowing for cathode dissolution, and found
that the cathode of the couple is also corroded at the galvanic corrosion potential where the corrosion
is controlled by the rate of oxygen diffusion to the electrode surfaces and the cathode dissolution in a
galvanic system leads to a decrease in the galvanic current and it has been shown that the current
density through the anode is independent of the area ratio of the electrodes. Jones and Paul [1988]
stated that many semi conducting minerals have sufficient conductivity to permit electrochemical
reactions on their surfaces and consequently, galvanic interactions will occur when such minerals are
coupled to metals or other conducting minerals. Morris and Smyrl [1989] calculated galvanic currents
and potentials on heterogeneous electrode surfaces comprised of random configurations of coplanar
anodes and cathodes, for the purpose of investigating system behavior on different electrode
geometries. Symniotis [1990] investigated the active dissolution of a duplex stainless steel in two
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different acidic solutions together with a comparison of the active dissolution of the corresponding vy
and o phases and found that the galvanic action takes place between the two phses. Also he studied the
influence of dependence of anodic currents on time, surface morphology, and surface area. Chang et
al [1997] studied the galvanic corrosion behavior of tungsten coupled with several selected
metals/alloys. They stated that from an environmental perspective, tungsten is a more desirable
material than depleted uranium (DU) for penetration applications. Lee et al [2000] investigated the
corrosion behavior of an as-cast magnesium alloy focusing on the galvanic corrosion between a
precipitate and Mg-rich matrix. Al-Hadithi [2002] investigated experimentally the effects of
temperature, pH, and area fraction on the galvanic corrosion rate of binary galvanic system by
coupling carbon steel, zinc, copper, and brass under activation control conditions. He studied the
coupling of each pair of these metals individually. Song et al [2004] investigated experimentally the
galvanic corrosion of megnisium alloy AZ9ID in contact with zinc, aluminum, and steel alloys. AL-
Maypof [2006] studied the galvanic coupling between magnetite and iron in acidic solution.

The present study aims to analyze the galvanic corrosion behavior of binary metals (Fe-Zn)
under mass transfer control to investigate the influence of temperature, Reynolds number, and area
fraction, on the free corrosion rate and galvanic corrosion rate for binary galvanic system under mass
transfer (diffusion) control.

ANALYSIS

When two different metals are in a corrosive environment, they corrode at different rates
according to their specific corrosion resistances to that environment, however, if the two metals are in
contact, the more corrosion prone (metal 1) corrodes faster and the less corrosion prone (metal 2 the
more noble one) corrodes slower than originally, i.e. when no contact existed. The accelerated damage
to the less resistant metal is called galvanic corrosion, and is heavily dependent on the relative surface
areas of the metals

To determine the potential of a system in which the reduced and oxidized species are not at
unit activity, the familiar Nernest equation can be employed:

AL 1)
° nF a
oxd

Tafel slopes (Tafel constants) are determined from the following equation [Shreir 2000]

RT
b= @
RT
Bc :_(chl: (3)

The relationship between reaction rate and overvoltage for activation polarization is
i
n* = +plog— 4)

0

The reaction rate is given by the reaction current or current density [David and James 1998]:
i — i e(Ea_Eea/ﬂa) (5)

a oa

H H Ec_Eec/ c
and I, = once( /) (6)

The effect of temperature is to change the value of exchange current density i, as follows [Nesic et al
1996]:
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i act _ - (7)

o,T o 298exp[ R (298 T)]

The anodic current is given by [West 1965]
Ia _Ioa aexp[aanaF (E Ee a)] (8)

or
) ; a.n F
=i f Yl E _E 9
Ia Io,a aexp[ RT ( a e,a)] ( )

and cathodic one
I, = exp[ (E ec)] (10)
i =i fexp[-“°—°(E “E. )] (12)
Cc oc C RT Cc e,c

For diffusion (mass transfer) controlled corrosion systems the reaction current is given by Fick's law
[Shreir 2000]

| dC
=D—=k(C,-C 12
z FA dx ( :) (12)

c

The limiting current, i.e., the maximum current under diffusion control is obtained when C=0, so
I, =z, FAKC, (13)
Where the mass transfer coefficient, k, is defined by, k=D/5. The corrosion current is then

Icorr = IL = ZCFAka
or I =2FkC, (14)

Z. is used because in the corrosion processes the cathodic reaction is the one likely to be controlled by
diffusion. The bulk concentration of oxygen in the solution changes with temperature as shown in
Table 1.

The mass transfer coefficient (k) varies with flow or relative speed between metal and
environment, the geometry of system, and the physical properties of the liquid. To calculate k in
dynamic environment, the dimensionless groups are often used. Over the years there were many
correlations proposed for predicting k for systems under mass transfer control. The well known
correlation is that of Poulson and Robinson [1986] under turbulent flow conditions:

Sh=0.026Re825c%3* (15)
Hence the expression of k is

k=(D/d) 0.026Re%25c% (16)
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The effect of temperature and pressure on the diffusion coefficient is given by [Brodkey and Hershey
1989]

P T
Dy = Dy = (=—)" 17
pT °P(TO) (17)

where the exponent n varies from 1.75 to 2.
For galvanic corrosion under mass transfer or activation control at galvanic potential (Eg):

lcorr =la =|l.| (18)
and
S| =3 (19)

a c
For two metal galvanic corrosion

la, 1AL+ 2A2= g 1AL+ 2A? (20)
or la.1f1+ia 2f= g afitic o (21)

Where f; and f, are the area fractions (individual metal area/total metals area) of metals 1 and 2
respectively. At galvanic corrosion potential, E,= E.= Eg, hence at Eq

= ion 0L (B, —E, )] 22)
e =100, 002 (€, ~ E, o)) (23)
. an.F

Icl = Io,clexp [_?(Eg - Ee,cl)] (24)
icZ Iocze [ R (E e,cz)] (25)

For mass transfer control the summation of cathodic currents equal the oxygen limiting diffusion
currents on both metals since the hydrogen evolution currents are negligible (pH=7). Hence

2l = EIL (26)
la1f1Ha2fo= iLfi+ifo (27)

since f;+f,=1, hence
Ig1f1Hia 2fo= 1 (28)

Insertion of Egs. (22) and (23) in Eq.(28) with i from Eqgs. (14) and (16), E4 can be obtained by
iteration method.

Simplifications leading to analytic solutions of the above equations are so complex, so
numerical solutions must be attempted. As an example, a numerical method implemented on a
microcomputer. The sweeping method is as follows:

a. Estimate equilibrium potentials for metals using equation (1) at a particular temperature for pH of 7.
The calculations are performed for the activity of oxidized species (F** and Zn**) of 10 molar.
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b. Tafel slopes for anodic and cathodic reactions are established from equations (2) and (3) with a, =
oc =0.5.

c. The exchange current density is calculated from equation (7) for three values of temperatures 25, 40
and 60 °C with E, from Table 2. Table 3 gives values of i, at 25 °C.

d. Bulk concentration of oxygen in water at any temperature is from Table (1).

e. The value of oxygen diffusivity is estimated from Eq. (17) at different temperatures 25, 40 and 60
°C with oxygen diffusivity at 25 °C (D°) of 2.04 x 10”° m?/s [Perry and Green 1997].

f. The mass transfer coefficient k is calculated by using Eq. (16) with d=5 cm.

g. The limiting current is estimated of from Egs. (14) and (16) at a particular Re at each temperature.
To calculate Schmidt number (Sc=v/D) the physical properties of water are taken from Perry and
Green [1997].

h. Ey is assumed to start the iteration. It is necessary to realize that the galvanic corrosion potentials
(Eg) of the reactions involved are chosen between the more negative equilibrium potential and the less
negative one.

I. The values of E, is, and Ey are substituted in Egs.(22) and (23) to determine anodic currents.

J. The summations of the anodic and limiting currents (cathodic currents) are compared to determine
the absolute value of their difference.

K. A new value of Eg is assumed as in h until the difference between the summation of the anodic and
cathodic (limiting) currents becomes very small to obtain the galvanic corrosion potential.

RESULTS AND DISCUSSION

Free Corrosion

Fig. 1 shows the variation of free corrosion potential with Re for the two metals Fe and Zn at
25 °C. The Fig. indicates that increasing Re shifts the corrosion potential to more positive direction for
both metals. Fig. 2 shows the variation of Fe free corrosion potential with Re at different
temperatures. The Fig. reveals that increasing Re shifts the free corrosion potential to more positive
values. This can be ascribed to the increased oxygen transport to the metal surface. Also the Fig.
indicates that increasing temperature shifts the free corrosion potential to more negative due to the
decreased oxygen solubility. Fig.3 shows the variation of oxygen limiting current density with Re at
various temperatures. The oxygen limiting diffusion current equals the total cathodic currents since
the hydrogen evolution current is negligible in systems of PH=7. Increasing Re increases the limiting
current density via increasing oxygen supply to the metal surface by eddy diffusion [Fontana and
Green 1984, Poulson and Robinson 1986]. Also the figure reveals that the higher the temperature is
the lower the i, because the O, solubility in the bulk of the solution decreases with temperature.

Galvanic Corrosion

Fig. 4 shows the variation of galvanic corrosion potential with Re at various area fraction
values. The Fig. shows that increasing Re leads to increase the galvanic potential to more positive
direction for the whole range of area fractions. This is ascribed to the fact that increasing Re leads to
increase the supply of cathodic species (oxygen) and hence increase the oxygen limiting diffusion
current density shifting the corrosion potential to more positive. Also at a particular Re the higher the
area fraction of Fe is the more positive value of galvanic corrosion potential. This trend holds for the
whole range of temperature. Fig. 5 for area fraction of Fe of 0.1 and Zn of 0.9 shows the variation of
current density with Re. It is evident that the Zn corrosion current density is equal to the oxygen
limiting current density while the Fe corrosion current density is very low or negligible indicating that
at coupling Fe with Zn, the Fe is totally protected because the equilibrium potential of Fe is higher
than the galvanic potential of Fe= Zn couple. Also the galvanic corrosion current density of Zn
increases appreciably with Re while that of Fe is not affected with Re since it is galvanically protected
with Zn because coupling Zn with Fe shifts the galvanic potential below the equilibrium potential of
Fe stopping its corrosion . Mansfeld [1971] stated that the corrosion rate of more active metal in
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aerated neutral solutions is controlled by the diffusion rate of the oxidizer (oxygen) to the metal
surface. Fig. 6 for area fraction of Fe and Zn of 0.5 exhibits the same trend. Fig. 7 shows that
decreasing area fraction of Fe (or increasing area fraction of Zn) leads to decrease the Fe galvanic
corrosion current density indicating that increasing the area fraction of more active metal leads to
decrease the corrosion rate of more noble metal. Also at high Fe area fraction, increasing Re increases
the corrosion current density of Fe. Fig. 8 indicates that the Zn corrosion current density increases
with Re and slightly affected with the area fraction.

Figs. 9 and 10 for Re=10000 and 60000 respectively show the variation of galvanic corrosion
potential with temperature at various area fractions. The figures reveal that increasing the temperature
shifts the corrosion potential to more negative values. This behavior is attributed to certain solubility
considerations. Many gases such as oxygen have lower solubility in open systems at higher
temperatures. As temperature increases, the resulting decrease in solubility of gas causes corrosion
potential and corrosion rate to go down [Nesic et al. 1996, Shreir 2000]. The effect of Re on the Fe
galvanic corrosion current density in galvanic coupling with Zn at various temperatures is shown in
Figs. 11 and 12 for different area fractions. The figures reveal also that the Fe galvanic current density
varies with temperature where the highest corrosion current occurs at 40 °C and the lowest at 60 °C
depending on two parameters, oxygen solubility and oxygen diffusivity.

Practically Zn in certain environmental conditions may exhibits a passivity or polarity reversal
when coupled with Fe as noticed by Glass and Ashworth [1985] in 0.01 M NaHCOs at 65 °C.

CONCLUIONS

1- At coupling two metals in systems under mass transfer control, the galvanic corrosion rate of
more active metal increases with increasing Re. The galvanic corrosion rate of more noble
metal is slightly affected by Re. The effect of Re on both metal is depending on area fraction
of both metals.

2- Increasing temperature shifts the galvanic corrosion potential to more negative while the effect
of temperature on the corrosion rate is unstable.

3- Increasing area fraction of more active metal has negligible effect on the corrosion rate of this
metal and decreases the corrosion rate for more noble metal via shifting the corrosion potential
to more negative.

Table 1 Solubility of Oxygen in Sea Water at 1 atm [Perry and Green 1997]

Temperature, °C Solubility of oxygen mg/|
25 7.8
40 6.0
60 3.1
Table 2: Activation Energy of Metals [West 1965]
Metal Activation Energy (J/mol)
Fe 2625
Zn 13609
Table 3: Values of Exchange Current Density at 25 °C and pH=7 [West 1965]
Metal Eo. V i, Alcm?
Fe -0.44 10°
Zn -0.76 107
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NOMENCLATURE

A Surface area of specimen m?

a  Activities (concentration) of reduced and oxidized species Mol/liter

C  Bulk concentration mole/m®

D Diffusion coefficient of reacting ion m?/s

d Diameter m

E  Electrode potential \

F  Faradays constant 96487 Coulomb/g.equivalent
i Current density HA/cm?

I Total corrosion HA

io,  Exchange current density at concentration HA/cm?

k  Mass Transfer Coefficient m/s

L  Distance between the pressure taps m

n  Number of electrons transfer

R  Gas constant 8.314 J/mol.K
Re Reynolds number

Sc  Schmidt number.

T  Temperature °CorK

u  Velocity m/s

z  Number of electrons Transferred

Greek Letters

a Symmetry factor

B Tafel slope \

d Thickness of diffusion layer m

n overpotential \

i Viscosity Kg/m.sec?
2% Kinematic viscosity m?/s

p Density Kg/m®
Subscripts

a anode

b bulk

c cathode

e equilibrium

g galvanic

L limiting

S surface

Abbreviations

corr corrosion
oxid oxidation
red reduction

1635



Q. J.M Slaiman Analysis of Galvanic Corrosion Under
B. O. Hasan Mass Transfer Controlled Conditions
B.M. Al-Zaidy

REFERENCE

Al- Hadithi F. F. (2002), " Computer Aided Simulation and Laboratory Investigation of Glavanic
Corrosion”, Ph.D Theisis, Nahrain University, Baghdad, Irag.

AL-Mayouf A.M., (2006)," Dissolution of megnettite coupled galvanically with iron in
environmentally friendly chelant solution, Corrosion Scince, 48, 898-912.

Bardal E., Johnson R., and Gastland P., Corrosion J., 12 40 (1984), P.628-P.633

Brodkey R. S. and H. C. Hershey, Transport Pkenomena, ond Printing Mc Graw Hill, New York,
1989.

Chang, Beatty, Kane and Beck,, Tri-Service Conference on Corrosion. I; Naval Surface Warfare
Center-Carderock Division 1997, pp. 6.33-6.45.

Copson H.R., (1945) Ind. Eng. Chem. J., 8, 37, P.721-723.

David Tabolt and James Tabolt, 1998, "Corrosion Science and Technology", CRC series, Library of
Congress, 1% Edition, New York.

Fangteng, S., (1988) Corrosion Science Jounal, 6, 25, ,P.649-P.655.

M. G. Fontana, N. D. Green, 1984, Corrosion Engineering, 2nd Edition.,London.

Glass G. K., and Y. Ashworth (19985), “The Behavior of the Zinc-Mild steel Galvanic Cell In Hot
Sodium Bicarbonate Solution”, Corrsion Science, Vol. 25, No. 11, pp. 971-983.

Jones D. A. and A. J. P. Paul, (1988) Corrosion 88/245. NACE, Houston, TX.

Lee , Kang, Shin, (2000) Metals and Materiald, VVol. 6, No. 4, pp. 351-358, Aug.

Mansfeld F., 1971, Corrosion Journal, 10, 27, pp. 436-442.

Mansfeld F., 1973a, Corrosion Journal, 7, 29, pp. 276-281.

Mansfeld F., 1973b, Corrosion Journal, 2, 29, pp. 56-58.

Mansfeld F., and Parry E. P., 1973c, Corrosion Journal, 4,13, pp. 397-402.

Mansfeld F., and Parry E. P., 1973d, Corrosion Journal, 10,30, pp. 343-353.

Morris, W. Smyrl, (1989) J. Electrochem. Soc., Vol. 136, No. 11, November, p. 3237-3248.

Nesic S., J. Postlethwaite , and S. Olsen, (1996) "An Electrochemical Model for Prediction of
Corrosion of Mild Steel in Aqueous Carbon Dioxide Solution™, Corrosion J., April, Vol.52,
No.4, P.280.

Perry, R. H ,and Green ,D. W , 1997, Perry Chemical Engineers Handbook, 7" ed, Mc Graw Hill

,United states ,

Poulson B. and R. Robinson (1986), "The Use of Corrosion Process to Obtain Mass Transfer
Correlations”, Corr. Sci. Vol, 26, No.4, P.265.

Pryor, M.J., (1946) Corrosion Journal , Vol.1, P.14.

Shreir L.L, (2000), Corrosion, Vol. 1, Metal Environment Reactions, 3™ Edition, Butterworth-
Heinemann.

Smith S. W., K. McCabe, and D.W. Black, 1989 Corrosion-NACE, 45, 790-793.

Song G., B. Johannesson, S. Hapugoda, and D. Stjohn, 2004," Galvanic Corrosion of Magnesium
Alloy in Contact with aluminum, Steel, and Zinc, Corr. Sci., 46, 995-977.

Symniotis E., (1990), "Galvanic Effects on the Active Dissolution of Duplex Stainless Steels",
Corrosion J., January, No.1, 46, P.2.

Tsujino, B .and Miyase S., (1982), Corrosion Journal, 4, 38, P.226-230.

West J. M. , (1965.), Electrodeposition and Corrosion Processes, Van Nostrand Co. LTD, London.

Wranglen G. and Khokhar , (1969), Corrosion Science Journal , 8, 9, P. 439-449.

AR



Number 3 Volume 13 September2006 Journal of Engineering

SLANTLET TRANSFORM-BASED OFDM SCHEME

Sulaiman M.Abbas Mohammed Nadhim Abbas Saifuldeen A.Mohammed
Ass.Prof Department of Electrical Department of Electrical University of Baghdad,
Engineering Engineering Baghdad,Iraq
dadal)

Gaiail 5 A e Al 5eUS Cld g 8 i g dadail ) Aalal) et Lea paivse g 55 8 SIS dad 1) VLY ()
By A8 Hla caa B Caall 18 8 HlaiaY) e L e G ain) (OFDM) saabiall cilao il = e 4 ()l dalal) o2a
ALalal) 5 ) Jlamias) W Aaladl 035 JAIaill (5 siue Juli5 g Caadl 138 3 5aal) 46kl o) (OFDM)J! el (il
A8 ey w5l Jsad daasi B b e 21 13a¢ (OFDM)J! 4 smaie 8 (Bandwidth) Glbaill 8eliS i ati gy
Juzil (SLT-OFDM) ¢ Laa 53 2 (Wavelet) il sall 8 Juas 5k 8 (Slantlet) J o) s .(Slantlet)dilall ylassy)
A )l A O =S g -l (Slantlet) eyl 55 o) SIS a0 3l ALESY) o o) sl s 8 (WP-OFDM) =
Jaall 3 3 L) sl (pa (SLT-OFDM) 5 (FFT-OFDM) ¢ &l e 38 0 5 iadl 138 (Wavelet)
ela) el (5 ginaall 0p ) 5L 8 (FFT-OFDM) ¢l (218 dBa saas Jomdl o 5% (SLT-OFDM) ¢1a) o)) ga Lgile
ot ) SLEEl A 8 SNIR 82103 ge oY) (aSaiy iy s Akl )l SNR Aiaia 8 1o Jumdl (0 5<; (SLT-OFDM)als
ol ey

ABSTRACT

Wireless digital communication is rapidly expanding resulting in a demand for systems that
are reliable and have a high spectral efficiency. To fulfill these demands OFDM technology has drawn
a lot of attention.
In this paper a new technique is proposed to improve the performance of OFDM. The new technique
is use the slantlet transform (SLT) instead Fast Fourier transform (FFT) in order to reduce the level of
interference. This also will remove the need for Guard interval (Gl) in the case of the FFT-OFDM and
therefore improve the bandwidth efficiency of the OFDM. The SLT-OFDM is also better than wavelet
packet (WP)-OFDM in the selective channel because the slantlet filter bank is less frequency selective
than the traditional DWT filter bank, due to the shorter length of the filters and SLT algorithm is faster
than WP algorithm. The main results obtained indicate that the performance of SLT-OFDM is better
on average by 18dB in comparison with that of FFT-OFDM flat fading channels. For frequency
selective fading channel the SLT-OFDM performs is better than the FFT-OFDM on the lower SNR
region, while the situation will reverse with increase SNR values.

WORD KEY
slant let transform - OFDM- Guard interval
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INTRODUCTION

Orthogonal Frequency Division Multiplexing (OFDM) is very similar to the well known and
used technique of Frequency Division Multiplexing (FDM). OFDM uses the principles of FDM to
allow multiple messages to be sent over a single radio channel. It is however in a much more
controlled manner, allowing an improved spectral efficiency.
The Fourier transform (or other transform) data communication system is a realization of FDM in
which discrete Fourier transform are computed as part of modulation and demodulation process. In
addition to eliminating the banks of subcarrier oscillators and coherent demodulators usually required
in FDM system, a completely digital implementation can be built around a special-purpose computer
performing the fast Fourier transform [1]. OFDM has recently been applied widely in wireless
communication systems due to its high data rate transmission capability with high bandwidth
efficiency and its robustness to multi-path delay. It has been used in wireless LAN standards such as
American IEEE802.11a and the European equivalent HIPERLAN/2 and in multimedia wireless
services such as Japanese Multimedia Mobile Access Communications. A dynamic estimation of
channel is necessary before the demodulation of OFDM signals since the radio channel is frequency
selective and time-varying for wideband mobile communication systems [2].

Recently, Selesnick has constructed the new orthogonal discrete wavelet transform, called the
slantlet wavelet, with two zero moments and with improved time localization [3]. This Transform
method have played an important role in signal and image processing applications. The slantlet has
been successfully applied in compression and denoising. It also retains the basic characteristic of the
usual filterbank such as octave band characteristic, a scale dilation factor of two and efficient
implementation. However, the SLT is based on the principle of designing different filters for different
scales unlike iterated filterbank approaches for the DWT [4].

SLANT LET FILTER BANK [5]

It is useful to consider first the usual iterated DWT filter bank and an equivalent form, shown in
Figure 1. The symbol a; is the symbol with the highest frequency, while symbol a, is the symbol with
the lowest frequency. The ‘slantlet’ filter bank described here is based on the second structure in
figure (1.b), but it will be occupied by different filters, that are not products. With the extra degrees of
freedom obtained by giving up the product form, it is possible to design filters of shorter length, while
satisfying orthogonality and zero moment conditions, as will be shown. For the two-channel case, the
shortest filters for which the filter bank is orthogonal and having K zero moments, are the well known
filters described by Daubechies [6]. For K = 2 zero moments, those filters H (z ) and F ( z ) are of
length 4. For this system, designated D2,the iterated filters in Figure 1 are of length 10 and 4. Without
the constraint that the filters are products, an orthogonal filter bank with K = 2 zero moments can be
obtained where the filter lengths are 8 and 4, as shown in Figure 2, side by side with the iterated D2
system. That reduction of two samples grows with the number of stages, as in Figure 3. We make
several comments regarding Figures 2 and 3.

- Each filter bank (equivalently, discrete-time basis) is orthogonal. The filters in the synthesis filter
bank are obtained by time-reversal of the analysis filters.

- Each filter bank has 2 zero moments. The filters (except for the lowpass ones) annihilate
discrete-time polynomials of degree less than 2.

- Each filter bank has an octave-band characteristic.

- The scale-dilation factor is 2 for each filter bank. Between scales, the filters dilate by roughly a
factor of 2. (In the slantlet filter banks, by exactly a factor of 2.)

- Each filter bank provides a multiresolution decomposition. By discarding the highpass channels,
and passing only the lowpass channel outputs through the synthesis filter bank, a lower resolution
version of the original signal is obtained.
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- The slantlet filter bank is less frequency selective than the traditional DWT filter bank, due to the
shorter length of the filters. The time-localization is improved with a degradation of frequency
selectivity.

- The slantlet filters are piecewise linear.

- In figure 1 it is clear that DWT needs two stages while Slantlet needs one stage only.

It must be admitted that, although both types of filter banks posses the same number of zero
moments, the smoothness properties of the filters are somewhat different. In Figures 2 and 3, the
slantlet filters have greater "jumps” than do the iterated D2 filters.

However, the Haar basis, with its discontinuities, is suitable for analyzing piecewise constant
functions that have jumps. Likewise, the slantlet filter bank appears appropriate for the analysis of
piecewise linear functions, as illustrated in the denoising example below.

The ability to model jumps is also relevant for other applications, like edge detection and
change point analysis, in which the detection of abrupt changes in an otherwise relatively smooth but
unknown function is considered [7]. In figure(2) the S1 is frequency response of F(z) and S2 is
frequency response of H(z)F(z%) and S3 is frequency response of H(z)H(z?) and V1 is frequency
response of Gi(z) and V2 is frequency response of F»(Z) and V3 is frequency response of H,(Z) and
also in figure(3) the S1 is frequency response of F(z) and S2 is frequency response of H(z)F(z?) and
S3 is frequency response of H(z)H(z?)F(z*) and S4 is frequency response of H(z)H(z?)H(z*) and V1 is
frequency response of G;(z) and V2 is frequency response of G,(z) and V3 is frequency response of
F3(z) and V4 is frequency response of H3(2).

Stage 1 Stage 2

H(z) a

:

~ H(z)

F(z) a

¢

Input signal x(n)

%

|
|i H(z) as

»[ F(z)
P (1) o,

() DWT filter bank

SHHOHE L 5,
Input signal x(n) SHCIFG?) . a
-~ F(z) az
L. 27% F(z) a

(b) slantlet filter bank
Fig. 1: Iterated filter bank and an equivalent structure.
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(c) Frequency response.

Fig. 2: Comparison of iterated D2 filter
bank (left-hand side) and slantlet filter
bank (right-hand side).
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A SYSTEM FOR FFT-BASED OFDM
The block diagram of the system for OFDM is depicted in figure (4).

I/P ) -
DATA Serial > Adaptation > > Parallel
» To Signal of OFDM To
Parallel .| Mapper Transmission Modulato .| Serial
> Frame i , >
A
Generation
of
Pilot Carriers
TRANSMITTER
CHANNEL
n(t)
Multipath
—|— Rayleigh |«
channel
Serial > > > » Parallel OrP
» To OFDM Channel Signal To DAJA
Parallel —» Demodulat » Compens » Demappe » Serial
.| Channel
"| Estimator
RECEIVER

The OFDM modulator and demodulator of FFT-based OFDM is shown in figure (5).

Fig. 4: Block Diagram of OFDM System.
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(b) OFDM Demodulator.

Fig. 5: The OFDM modem system.

First of all, the input serial data stream is formatted into the word size required for
transmission e.g. 2 bit/word for QPSK and 4 bit/word for 16-QAM, and shift into a parallel format.
The data is then transmitted in parallel by assigning each word to one sub-carrier in the
transmission. After that, the data to be transmitted on each sub-carrier is then mapped into QPSK or
16-QAM constellation format. This process will convert data to corresponding value of M-ary
constellation which is complex word, i.e. real and imaginary part. The training frame (pilot sub-
carriers frame) will be inserted and sent prior to information frame. This pilot frame will be used for
channel estimation that's used to compensate the channel effects on the signal. After that, the
complex words frame and pilots frame will pass to IFFT to generate an OFDM symbol. Zeros will
be inserted in some bins of the IFFT in order to make the transmitted spectrum compacts and reduce
the adjacent carriers interference.

PROPOSED SYSTEM FOR SLANTLET TRANSFORM -OFDM

The overall system of OFDM is the same as in figure (4). The only difference is the OFDM
modulator and demodulator. The slantlet transform SLT-OFDM modulator and demodulator that

used are shown in the figure below:
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I/F TO OFDIA /P FROM OFDM
MODULATOR MODULATOR
— . - -

: ZETD ' '
: ad : ISLT :
" » P :

(2) SLT-OFDM modulator.

I'P TO OFDI O/F FEON OFDIWV
DENMODULATOR, DERODULATOR
: SLT : Zero pad :

: : remover -,

(b)ISLT-OFDM demodulator.
Fig. 6: SLT-OFDM modem system

The processes of the S/P converter, the signal demapper and the insertion of training
sequence are the same as in the system of FFT-OFDM. Also the zeros will be added as in the FFT
based case and for the same reasons. After that the inverse slantlet transform (ISLT) will be applied
to the signal.

The main and important difference between FFT based OFDM and SLT based OFDM is
that the SLT based OFDM will not add a cyclic prefix to OFDM symbol. Therefore the data rates in
SLT based OFDM can surpass those of the FFT implementation. After that the P/S converter will
convert the OFDM symbol to its serial version and will be sent through the channel.

At the receiver, also assuming synchronization conditions are satisfied, first S/P converts the
OFDM symbol to parallel version. After that the SLT will be done. Also the zero pad will remove
and the other operations of the channel estimation, channel compensation, signal demapper and P/S
will be performed in a similar manner to that of the FFT based OFDM.

PERFORMANCE OF THE OFDM SYSTEMS IN THE FLAT FADING CHANNEL:

In this type of channel, the signal will be affected by the flat fading with addition to AWGN
(Additive White Gaussian Noise), in this case all the frequency components in the signal will be
affected by a constant attenuation and linear phase distortion of the channel, which has been chosen
to have a Rayleigh's distribution. A Doppler frequency (Doppler Shift) of 50 & 100 Hz is used in
this simulation and the table (1) explains the simulation parameters. Figure (7) show the BER
performance of SLT-OFDM and FFT-OFDM in flat fading channel for QPSK modulation type.

Table (1): Simulation Parameters.

Number of sub-carriers 64
Number of SLT points 64
Number of FFT points 64
Flat fading+AWGN
Channel model Frequency selective fading+AWGN
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Fig. 7: BER performance of SLT and FFT- OFDM for QPSK modulation in flat fading
channel.

The Performance of OFDM Systems in Frequency Selective Fading Channel (multipart's-
channel).

The BER performance of SLT and FFT-OFDM systems in frequency selective fading channel
are shown in figure (8). This case corresponding to multipaths where two paths are chosen and the
attenuation and delay of the second path are -8dB and 8 samples respectively. From the figure (8), it
is clear that the BER performance of SLT-OFDM will become constant after a certain SNR. From
the same figure, one can see that the BER curves of FFT-OFDM will decrease with the increase of

the SNR. In the frequency selective fading the SLT-OFDM is not better than the FFT-OFDM for all
the SNR.
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Fig. 8: BER performance of SLT and FFT-OFDM for QPSK modulation in selective fading
channel.

The above results can be interpret as follows. The FFT-OFDM has a guard interval(cyclic prefix)
of 25% this mean that a cyclic prefix is equivalent to 16-samples, therefore no ISI will effect on the
FFT-OFDM until the delay of the second path exceed 16 samples. Since the delay of the second
path is equal to 8-samples as assumed above, no ISI will effect on it, while in SLT-OFDM there's
no cyclic prefix this mean that ISI will occur in SLT-OFDM. Also due to high spectral containment
between the sub-channels in SLT,SLT-OFDM will robust again ISI and ICI until a certain SNR
value, after this value , the SLT-OFDM performance will be constant approximately with the
increasing of SNR and the FFT-OFDM performance will become better than it.

CONCLUSION

In flat fading channel, it was found that the SLT-OFDM performance was better than that of
the FFT-OFDM. A gain of about 18dB was obtained in SLT-OFDM over that for the FFT-OFDM
and also the effect of Doppler Shift is very slightly in SLT-OFDM. But in frequency selective
fading channel (multipaths case), the situation will be changed. Since the Cyclic Prefix (CP) which
is already exists in the FFT-OFDM will eliminate the ISI, therefore no ISI will occurred in FFT-
OFDM if the CP is greater than the delay spread of multipaths (in this case we considered that this
condition is satisfied ). In the case of WP-OFDM there's no CP therefore ISI will occurred.
Therefore the BER performance of SLT-OFDM was better than the FFT-OFDM case until a certain
value of SNR. After this value the FFT-OFDM was better than SLT-OFDM. It was noticed that the
BER curves of SLT-OFDM will become flat (constant with the increase of SNR).
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Abstract

The Algae is considered as one of the major causes of some serious problems that occur in
water plants, rivers, lakes and irrigation channels. Those problems are the unpleasant taste and odor,
the clogging of waterways, and others. Hence, the algae existing extensively in any water body is
considered as an obvious indication of surface water pollution.

Chemical control methods were used in this research for reducing the turbidity and Algae in the
laboratory using the (Jar Test). This was done by using chemical materials like Alum with
concentration (10 - 50 mg/l). The percentage of the reduction in the algae was (95%) and in turbidity
(94%). It is shown also that when using KMnO,4, CuSO,4 and Cl, each separately after adding the ideal
dose of alum found before, will reduce the turbidity with ( 95% ,79.3% .95%) and algae removal of
(99.2%, 100%, 99%) respectively
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THE MIGRATION OF LIGHT ORGANIC LIGUIDS IN AN
UNSATURATED-SATURATED ZONE OF THE SOIL

Prof. Dr. Rafa H. Al-Suhaili”  Lec. Dr. Ayad A. Faisal”
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ABSTRACT

A one-dimensional finite difference model for the simultaneous movement of light non-
aqueous phase liquid (LNAPL) and water through unsaturated-saturated zone of the soil in a three
fluid phase system with air assumed constant at atmospheric pressure is developed. The flow
equations described the motion of light non-aqueous phase liquid and water are cast in terms of the
wetting and non-wetting fluid pressure heads respectively. The finite difference equations are solved
fully implicitly using Newton-Raphson iteration scheme. The present numerical results are compared
with results of Kaluarachchi and Parker (1989) and there is a good agreement between them. The
present model can be used to simulate various transport problems in a good manner. Results proved
that the maximum LNAPL saturation occurred below the source of the contaminant during LNAPL
infiltration. During redistribution, the LNAPL saturation had a maximum value at the advancing of
the LNAPL infiltration front.

Al
i) ggumnl) Jldly oLl A Ciua sl Baaaall Cligjall aadiig daly dey 53 (230 Zisad ekl & Al o2 b
Jldly o L) A8 Gt Al cValadd) o L gonl) Jaraall die olsell Tt Cusdh g Arsdial) by Axsiiall Al DA 4k
gl aladiul (fully implicitly) cis saasad) el clalas of L Jilsudl Gl Ll dsac AV Cimiay (gouanl)
o pdidl Zisall 2l ae 4niln Alie DA e Jd) zisall 5 il Lle s .(Newton-Raphson)
DS ol s S i) it Ciuagd aadiiy o (Sae ) z35a of WKaluarachchi and Parker (1989)Js
sl ale) (DA glall dgan Aasia 8 Aail) o3 ()5S a8 Gupetl) DA gl jaiae Jiud Chasy bl a
KEYWORDS: Multiphase, Unsaturated, Saturated, Modeling And Contaminant

INTRODUCTION

Groundwater contamination due to surface spills or subsurface leakage of Light Non-Aqueous
Phase Liquids (LNAPLS) such as hydrocarbon fuels, organic solvents, and other immiscible organic
liquids is a widespread problem which poses a serious threat to groundwater resources. These
compounds have some acute and long-term toxic effects. As these compounds are migrated through
unsaturated-saturated zone, they will pollute great extents of soil and groundwater. This represents a
major environmental problem. According to the Environmental Protection Agency (EPA) records,
there are 1.8 million underground storage tanks which are in use in the United States. According to
EPA estimates 280000 tanks are leaking, from which more than 20% are discharging their contents
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directly to the groundwater (El-Kadi, 1992). Light Non-Aqueous Phase Liquids (NAPLS) are organic
fluids that are only slightly miscible with water where the “L” stands for “lighter” than water, i.e., less
denser than water.

As the LNAPL (or oil) migrates, the quantity of mobile oil decreases due to the residual oil left
behind. If the amount of oil spilled is small, all of the mobile oil will eventually become exhausted
and the oil will percolate no further. The column of oil is immobile and never reaches the capillary
fringe unless it is displaced by water from a surface source. However, if the quantity of oil spilled per
unit surface area is large, mobile oil will reach the water table. Depending on the nature of the spill, a
mound of the oil will develop and spread laterally. Fig.1 is a pictorial conceptualization of a
subsurface area to which LNAPL is introduced from an oil source, resulting in contamination of the
unsaturated and saturated zones. The LNAPL plume (Fig.1)through the unsaturated zone and it
forms a free-product mound floating on the water table. This mound will spread laterally and move in
the direction of decreasing hydraulic gradient until it reaches residual and can travel no further (Kim
and Corapcioglu, 2003).

Floating LNAPL can partly be removed by using a pumping well. The LNAPL will flow
towards the well facilitated by the water table gradient and can be pumped into a recovery tank. The
movement of oil through unsaturated and saturated zones will accompanied with leaving the residual
droplets (or ganglia) in the pore spaces between the soil particles. This remaining oil may persist for
long periods of time, slowly dissolving into the water and moving in the water phase through
advection and dispersion. In the unsaturated zone, residual oil as well as oil dissolved in the water
phase may also volatilize into the soil gas phase. In the absence of significant pressure and
temperature gradients in the soil gas phase, vapors less dense than air may rise to the ground surface,
while those more dense than air may sink to the capillary fringe, leading to increased contamination of
the saturated zone. Once in the groundwater system, estimates of oil plume migration over time is
necessary in order to design an efficient and effective remediation program. Groundwater modeling
serves as a quick and efficient tool in setting up the appropriate remediation program. In many
regulatory jurisdictions the use of the liquid phase contaminant in an environmental field setting is
prohibited, and numerical modeling is therefore often the only practical alternative in studying the
field-scale behaviour of these compounds (Kim and Corapcioglu, 2003).

A number of multiphase flow models in the contaminant hydrology literature have been
presented. Faust (1985) presented an isothermal two-dimensional finite difference simulator. It
describes the simultaneous flow of water and NAPL under saturated and unsaturated conditions.
Abriola and Pinder (1985) formulated a one-dimensional finite difference model which included
immiscible organic flow, water flow, and equilibrium inter-phase transfer between the immiscible
organic phase, the water phase, and a static gas phase as cited by Sleep and Sykes (1989). Faust et al.
(1989) developed model that might be used to three-dimensional two-phase transient flow system
based on finite difference formulation. The governing equations were cast in terms of non-wetting
fluid (NAPL) pressure and water saturation. Similarly, Parker et al. and Kuppusamy et al. as cited by
(Suk, 2003) developed a two-dimensional multiphase flow simulator involving three immiscible
fluids: namely, air, water and NAPL with the assumption of constant air phase pressure. Kaluarachchi
and Parker (1989) applied a two-dimensional finite element model named MOFA-2D for three phases,
multicomponent, isothermal flow and transport by allowing for interphase mass exchange but
assuming gas phase pressure gradients are negligible.

The present study is aimed to develop a verified multiphase, one-dimensional, finite-difference
numerical simulator which tracks the percentage of LNAPL saturation as well as the lateral and
vertical position of the LNAPL plume in the subsurface at the specified times with different types of
boundary conditions. The present model is formulated in terms of two primary unknowns: wetting
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phase pressure and non-wetting phase pressure. It is tested on a simple hypothetical problem adopted
by Kaluarachchi and Parker (1989).

Spill

|

Ground Surface

Vapor Plume( by
Volatilization)

Unsaturated Zone

NAPL Core

Capillary
Fringe —piSiaiiid e s e e s e o Water

"""" Table

Flow Direction > Dissolved Plume ( by
Dissolution) Saturated Zone

Impervious Layer

NNV NN NI

Fig.1: Conceptualization representation of LNAPL migration and contamination of the
subsurface.

GOVERNING EQUATIONS

The unsaturated zone is a multiphase system, consisting of at least three phases: a solid phase of
the soil matrix, a gaseous phase and the water phase. Additional phase may also be present such as a
separate phase organic liquid. In the air/oil/water system of the vadose zone, oil is the wetting phase
with respect to air on the surface of the water enveloping the soil grains and the water is the wetting
phase with respect to oil on the soil grain surfaces. The movement of a non-aqueous phase liquid
through the unsaturated-saturated zone may be represented mathematically as a case of two-phase
flow because the air phase equation can be eliminated by the assumption that the air phase remains
constant essentially at atmospheric pressure and consequently the pressure gradients in the air phase
are negligible (Faust et al., 1989). Also, assuming that there is no component partitioning between
liquid phases (Kueper and Frind, 1991).The mass balance equation for each of the fluid phase in
cartesian coordinates can be written as (Bear, 1972): -

_aixi(pf 'qf)+Qf :§(¢‘Pf 'Sf) @)

Where f Subscript denoting the phase the equation applies. In the present study, f will refer to water
and oil unless otherwise noted, ¢ porosity of the medium, o, density of phase f [M][L], S;

saturation of phase f [L%/L7, q, volumetric flux (or Darcy flux) of phase f [L] [T, Q; source or

sink of phase f and t is the time [T]. Darcy’s law is an empirical relationship that describes the

relation between the flux and the individual phase pressure. Since its discovery last century it has been
derived from the momentum balance equations (Kueper and Frind, 1991).
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OX; OX ;

J

K, - K [ OP oz
q; =— ! f[ f+pf'g j (2)

Where k; is the intrinsic permeability tensor of the medium [L7], k. Is the relative permeability of

the phase f which is a function to either water (wetting phase) or oil (non-wetting phase). The
relative permeability is a non-linear function of saturation. It ranges in value from 0 when the fluid is
not present, to 1 when the fluid is presented, x, dynamic viscosity of fluid f [MI[LY[TY, P, fluid
pressure of phase f [M][L™] [T, g acceleration due to gravity vector [L][T]. Darcy’s law can be
written equivalently in the form of the pressure head as below:

4 - K __(ahf N2 az} 3)

OX; Py OX

With a‘lzis a unit gravitational vector, where z is elevation and t is time. The volumetric flux can be
X

thought of as the volume of fluid f passing through a unit area of porous medium in a unit time. This

variable is the natural one when making mass fluid balance arguments. By substituting (eq.(3) into

eq.(1)), assuming that the fluid and the porous media are incompressible, ignore the source-sink term,

and according to Kaluarachchi and Parker (1989), the coordinate system is oriented with the

conductivity tensor, or otherwise that off-diagonal components may be disregarded, so that K ... =0

for i #j. the resulting equation can be represented by: -

B{K[ahpaﬂ el )
OX ox  p, OX ot

fsij

ONE-DIMENSIONAL NUMERICAL SOLUTION
Eqg.4 will be re-written as two one-dimensional equations, one for water phase and the other for
oil phase. Both of which are expressed in terms of the phase pressure head as below:-

efr-o ®
fefon] et ®

Where z is positive upward vertical coordinate [L], K , =K .k, and K, =K, kK, — KusKeo ; 24, is the

Ws"rw os™ro
lLlI'O

ratio of oil to water viscosity, p,,is the ratio of oil to water density and C is the specific fluid

capacity, Itis definedby ¢ _ 4w & ¢ _ ;% .
v oh,, * " oh,

However, in the present study, the two-pressure forms of the flow equations are cast in terms of
the two fluid pressure heads. The equations in this form are a direct statement of conservation of mass.
There are two principle difficulties associated with solving the governing equations (egs.(5) &(6)).
The first is that these equations are first order partial differential equations with respect to time and
second order with space. Further, they are nonlinear differential equations because C and K are
nonlinear functions of capillary pressure heads of two fluids. The second difficulty in solving these
equations lies in the linearization procedure and the method for dealing with the coupling between the
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equations. However, the solution techniques used here consisted of a finite-difference approximation
(implicit method) of the differential equations, the Newton-Raphson with a Taylor series expansion to
treat the nonlinearities, and direct matrix solution (Gauss-Elimination method). These techniques
result in the following equations:-

k k+1 k k+1 k k+1 k
ag0q  +bgog"” +Cho g, =Ty (7)
Where:-

k _ KK KX
i =|-r K+ hlf<i—l$ -R2p; %
ahfi—l ahfi—l

bk = ack, oK, | K" |
fi c;,j+(h;,j—h;},j)6hk‘*l + Rk, | 1Y KY +h ahkm +|R2p, ahkm

fi,j fi,j

k
Chi = —R1IK,
rf:( = le(i(hlf(i - h?i)_ RJKl;i—1hlf(|—1 + RlKl;i—lhlf(i + Rl]Kl;ihlf(i - leKl;ihlf(H-l - Rzperl;i—l + Rzprf Kl;i
At
RI-=— A, Ruu=—— A & gy AL,
Az, (Zi—l - Zi) Az, (Zi - Zi+1) Az,

Where r/ is the residual in node (i) at iteration k. At each time step the solution is iterated until the

pressure head converges. During each iteration, the equations are solved to find the pressure heads at
the new iteration level. Thus, the nonlinear coefficients (i.e. C & K) are evaluated using the pressure
heads at the old iteration level thus linearizing the equations. The increment in pressure head at each
iteration level must be added to the tried solution at iteration k, this increment is termed as &"™™***, to
produce the solution to the next iteration, k +1 and next time step, n+1. Fig.2(a) shows unsaturated-

saturated zone and Fig.2(b) shows the discretized domain in the z-direction with the time.
[t-coordinate

AZ

At

(b)

Z-coordinate

G.S is ground surface
W.T is water table
U.Z is unsaturated zone
S.Z is saturated zone

i is known values

Fig.2: (a) The common situation to the virtual solution column, (b) image to the solution
domain.
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k+1
i+1

The coefficients a, b and C in eq. (7) are associated with 5*;* , 5" & &
general it is formed as:-

respectively, and in

Ak5k+l — _rk (8)

Where A is the coefficient matrix for the linearized system. For each node (i), there is one linear
equation in three variables 5/:' , 6 & 5fi*. The collection of equations for each nodal solution

leads to have a global tri-diagonal coefficient matrix (its bandwidth equal to three) to whole solution
domain. For example, in a ten nodded domain, the soil column is subdivided into ten vertical grids.
Thus, there will be ten equations that form the whole grids. These equations can be written, after
application of the boundary and initial conditions, in matrix notation as:-

|
|
N
J

[b,c, 0O OO OOO O O S, r
a,b,c, OO 00O O O S, r,
Oa,b;c; O OOO O O S, r;
O O0Oa,b,c, OO0 O O S, r,
O 0OO0Oagb;cg, OO O O Se _ sl
O OO0 0Oagbs;cg O O O Ss s
O O OOOa,b,c; 0O O o r,
O OO OO Oagb; cg O S g
O OO OO O 0ag by, cg S, ry
| O O OO0 O O Oaubg| | %0, (N0

This system is solved for 6 and then the algorithm enters the next iteration with new values of
h, is evaluated as follows:-

h;<i+l — hlf(l + a)llf+1évlf<i+l (9)

Where co'f“l is a damping parameter as mentioned by Cooley (1983). During each iteration, nodal

pressure heads need to be updated for the next iteration. With highly nonlinear flow problems, the
updating method introduced by Cooley (1983) which introduces an optimal relaxation scheme, which
accounts for the maximum convergence error for entire mesh, is used in the present study in
conjunction with Newton—Raphson scheme. For clarification, this method is briefly described as

follows:-
k+1

Let ;™ be the largest in absolute value of the 5/** values for all i. Then
Step(1):
o & for k>0 (10)
TS
s, = for k=0
Step(2):
. 3+ for S, =2-1 (11)
f_3+$ﬁ
ol for s, <-1
2s,|

Ylo¢



Number 3 Volume 13 September2006 Journal of Engineering

Step(3):
k+1 * *
o =0 for o et <e; . (12)
€; * |k
oft =2 for O8> €

€y

Where e, .., is the maximum allowable change in the fluid pressure head, h,, during any iteration.

This value is chosen beforehand. The convergence criterion used in the present study for a given
phase f (=o,w) is as follows:-

k+1
5fi

max.‘h'f‘i +o5

max.

<e (1%)

Where ¢ is a small number termed the convergence tolerance. A typical convergence criterion for
pressure head is 0.001 or less.

When the Global finite difference approximation is founded by summing the node equations, the
boundary terms must be accounted. Two types of boundary condition are considered. For  Type-1 (

Dirichlet), or fixed head boundary condition, the finite difference equation at boundary node (i) is

replaced by 5E*Jl =zero or ht=given. The other form of boundary condition is Type-2

fi, j
(Neumann), or specified fluid flux condition. A flux boundary condition is incorporated into the
global approximation at boundary node (i) by using the discretized finite difference form of continuity

equation in conjunction with Darcy’s law.
CONSTITUTIVE RELATIONSHIPS

Egs.(5) and (6) describe the flow conditions in the subsurface system. There are several
unknowns in these equations. In order to close the system, constitutive relationships that relate the
unknowns must be specified. These relationships can be written in a variety of ways that result in
different variables becoming the dependent variables for the system.

The most common choices for dependent variables are the individual phase pressures and the
phase saturations. The constitutive relationships that will be used in the present study are the
pressure—saturation and relative permeability—saturation relationships. The fluid saturation is a
function of the difference between the pressure of the two fluids in the porous medium, the pressure
difference is called the capillary pressure ,P,, =P, —P,, or capillary pressure head h,, =h, —h,.

Many different functional forms have been proposed to describe the pressure—saturation and
relative permeability—saturation relationships. They are generally empirical relations. However,
constitutive relationships used in the present study to describe three phase fluid relative permeabilities
and saturations as functions of fluid heads described by (Parker et. al., 1987) which is based on (Van
Genuchten’s model, 1980).The following relationships will be needed to complete the description of a
multiphase flow through the porous media: -

S,+S,+S, =1 (14)

S, =S, +S, (15)
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S, = % (16)
S, — S’I—_ssr r 17)
5, =+ (- Auh)]" h, > h," (18)
S, =f+(a-h)]" h, <h (19)
=N ) )
5 =be (@ g )] 21)
o = sy[ i syH @)
o =5 (k) -(-s)" | (23)

Where h,*" critical oil pressure head, [L], h,, oil-water capillary pressure head (=h, —h,), [L], h,,
air-water capillary pressure head (=h, —h,), [L], h,, air-oil capillary pressure head (=h, —h,),

[L],s, water saturation, S, air saturation,S, total liquid saturation, S, effective water

saturation, s, effective total liquid saturation, K, relative permeability of water, K., relative
permeability of oil, s_ residual or irreducible saturation of water phase. Here «, n and m(zl_%) are

Van Genutchten’s soil parameters, 3, & £3,,, are fluid-dependent scaling coefficients.

NUMERICAL RESULTS IN ONE DIMENSION AND DISCUSSION

A theoretical work presented by Kaluarachchi and Parker (1989) used as a verification to the
present numerical model. They used Galerkin’s finite element method for modeling of one-
dimensional infiltration and redistribution of oil in a uniform soil profile. Also, they used a number of
methods to determine the capacity terms related to oil and water phases. These methods are the chord-
slope scheme and equilibrium scheme.

The problem analyzed here corresponds to a vertical soil column 100 cm long with an oil-free
initial condition in equilibrium with a water table located 75 cm below the top surface. The simulation
was achieved in two stages. The first stage is the infiltration stage, in which oil was allowed to
infiltrate into the column under water equivalent oil pressure head of 3 cm until a total of 5 cm*/cm? of
oil had accumulated. The second stage is the redistribution stage, in which the source of oil is cutoff
and oil is allowed to redistribute up to 100 hours. A schematic diagram of the problem is illustrated in
Fig.3. The boundary conditions and system’s parameters, i.e. fluid and soil properties which were
used in this simulation are summarized in Tables (1) and (2) respectively.

Vyien



Number 3 Volume 13 September2006 Journal of Engineering

The initial condition of zero oil saturation was achieved by fixing the initial oil pressure head at
each node to the critical oil pressure head, h,” which is defined in eq. (20). The water saturation

distribution above the water table that is used in this simulation is initially at capillary equilibrium.
This distribution is illustrated in Fig.4. The finite difference mesh consists of 100 grids with a uniform
spacing of 1 cm and the time step varied between 0.00001 to 0.01 hours.

As pointed out by Kaluarachchi and Parker (1989), a jump condition in the water saturation
versus air-water capillary pressure head function, S,(h,,), will occur during the transition from a two-

phase air-water system to a three-phase air-oil-water system. To avoid numerical problems associated
with this jump condition, a phase updating scheme is adopted at the end of each time step to index
whether the node is a two or three phase system (i.e. oil is absent or present). Once a three-phase
condition occurs, reversion to a two-phase condition is not allowed. The criterion for a node to change
from the two to the three phase system is thath, > he-. It is important to note that the part of the

domain remaining as an air-water system and consequently the capacity and relative permeability
terms related to the oil phase C,and k,, will become zero and the oil flow equation solution reduce to

the identity 0=0. To avoid this problem, minimum cutoff values of capacity and relative permeability
terms related to the oil phase should be taken as C, =10° and k_=10° as recommended by

Kaluarachchi and Parker (1989).

The duration of the infiltration stage this is calculated from the present model was
approximately 0.085 hours. While this value was 0.09 hours as calculated by MOFAT-2D model.
There is a good agreement between these values. The total liquid saturation distribution at the end of
the infiltration stage as computed from the present model are compared with those calculated by
MOFAT-2D model by using chord-slope scheme and there is a good agreement between them as
shown in Fig.4. The water saturation distribution at the end of the infiltration stage was identical to
initial condition.

Saturation distributions at the end of 100 hours of redistribution are illustrated in Fig.5 and
Fig.5. These results are compared with those of results MOFAT-2D model by using chord-slope
scheme and equilibrium condition scheme, and, as shown in these figures, there is a good agreement
between these results. Equilibrium distributions were calculated from hydrostatics for an oil volume
of 5 cm subject to the imposed boundary conditions. The equilibrium condition was defined by
Kaluarachchi and Parker (1989) as the fluid distributions at which the total head gradient of both
phases with respect to elevation approaches zero. Kaluarachchi and Parker (1989) pointed out that
convergence of chord-slope results toward the equilibrium results provides a verification check for the
MOFAT-2D numerical model. It is to be noted, however, that whereas the equilibrium distribution
indicates no oil above a depth of 43.0 cm, the MOFAT-2D numerical model, and the present model
predict an average oil saturation of (7-8)% remaining above this depth even though oil velocities at
100 hours are practically zero.
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Before oil applying | After oil applying
h,=3.0 cm H,0 I—
© 3
Qnil raliimn = % Qnil faliimn
BE=
g 8
=t
Bottom sealed to both oil and water
Fig.3: A schematic diagram for the analyzed problem.
Tablel: Boundary conditions which are used for verification.
Stage Phase Boundary
conditions
Upper lower
boundary | boundary
Water Zero Constant
flux head=
25.0cm
Infiltration
Qil Constant Zero
head= flux
3.0cm
Water Zero Constant
flux head=
25.0 cm
Redistribution
Qil Zero Zero
flux flux
Table 2: Soil and fluid properties that are used for first verification.
Parameter n a Sr sz ﬂao ﬁow #FO ¢
pro
Value 3.25 | 0.05 | 0.00 | 50.00 | 1.80 | 2.25 | 0.80 | 2.00 | 0.40

All units are given in centimeters and hours.
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Fig.4: Distribution of initial water saturation and total liquid saturation at the end of the
infiltration period.
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Fig.5: Distribution of water and total liquid saturation at the end of the redistribution period.
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0 1 1 1 1
Redistribution period, t=100 hours

MOFAT-2D results (equilibrium scheme)

Present results -

20 1

40 1

Depth (cm)

60 A

80 4

100 T T T T

0.00 0.20 0.40 0.60 0.80 1.00
Percentage of saturation

Fig.6: Distribution of water and total liquid saturation at the end of the redistribution period.

The mass balance associated with the above results shows an error in the oil phase during the
infiltration stage is largest at the early time (up to 1% ) and reduce to less than 0.0005% later times
(Fig.7). The present mass balance results can be compared to an analogous lumped finite element
solution in MOFAT-2D using the h-based form of the governing equations. The mass balance error
associated with results of MOFAT-2D is greater than 1% at any time during the infiltration stage. This
is because the finite element approximation may suffer from oscillatory solutions. Such oscillations
are not present in any finite difference solutions. Because the only difference between the two solution
producers as disscused by Celia et al. (1990) is the treatment of the time derivative term, these results
imply that diagonalized time matrices are to be preferred. Thus the unsaturated flow equation is one
that benefits from mass lumping in finite element approximation.
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Fig.7: Mass balance of oil as a function of time, using the h-based form of equations.

MODEL IMPLEMENTATION

A computer program written in DIGITAL VISUAL FORTRAN (Version 5.0) was developed to
implement the model described above. Inherent in any subsurface modeling algorithms are
assumptions and limitations. The major assumptions include:- the pressure in the air phase is constant
and equal to atmospheric pressure, both water and NAPL viscosities and densities are pressure
independent, relative permeability of water is a function of water saturation, relative permeability of
NAPL is a function of air and water saturations, capillary pressure is a function of water saturation, air
saturation is a function of NAPL pressure, Darcy’s equation for multiphase flow is valid, intrinsic
permeability is a function of space and there is no inter-phase mass transfer (i.e ; the NAPL is truly
immiscible in water).

The major limitations include:- the model can not treat highly pressurized systems in which the
viscosity and density of the three phases are a function of pressure, fractured systems are not treated,
transport of dissolved NAPL is not treated.

CONCLUSIONS

The following conclusions can be deduced :-
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(1) The numerical solution based on the potential form of the governing equations with techniques
consisted of Implicit Finite Difference, Newton-Raphson and Gauss-Elimination schemes showed to
be an efficient procedure in solving one- dimensional water and LNAPL flow through the unsaturated-
saturated zone in three fluid phase’s system.

(2) The maximum LNAPL saturation occurred below the source of the contaminant during LNAPL
infiltration. During redistribution, the LNAPL saturation had a maximum value at the advancing of
the LNAPL infiltration front.

3) Mass balance associated with the results presented above show that the finite element
approximation may suffer from oscillatory solutions. Such oscillations are not present in any finite
difference solutions.
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SYMBOLS

A Coefficient matrix [MOLO T
C, Specific fluid capacity ML T
€ mx  Maximum change in the fluid pressure head [L]
g Acceleration due to gravity vector [LT7]
h, Air pressure head [L]
h,, Air-oil capillary pressure head [L]
N, Air-water capillary pressure head [L]
h, Oil pressure head [L]
Now Oil-water capillary pressure head [L]
h,*  Critical oil pressure head [L]
h,, Water pressure head [L]
i Grid identification in Z coordinates ML T
K Hydraulic conductivity [LTY
K The conductivity when the medium is saturated with fluid f [LTY

k, Relative hydraulic conductivity ML T
k The intrinsic permeability tensor of the medium in eq. (2) ML T9)

k Iteration index [MLY T9

n Time step identification (if it is superscript) ML T9
non  The n" grid identification [MOLC T
nor  The number of rows ML T
n,m  Van Genuchten’s soil parameters M°L° To]
P, Fluid pressure of phase f ML T
Q, Source or sink of phase f ML3TY
q Volumetric flux (or Darcy’s flux) [LTY
r The residual due to approximation ML T
S, Degree of air saturation %
S, Degree of oil saturation %
S, Degree of residual wetting fluid saturation %
S, Degree of total liquid saturation %
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S, Degree of water saturation %
S, Degree of effective total liquid saturation %
S, Degree of effective water saturation %
t Time coordinate [T]
Greek symbols

a Van Genuchten’s soil parameter LY
B Fluid-dependent scaling coefficient ML T9
1) The difference between the approximation and exact solution [L]
£ Convergence tolerance [L]
U Dynamic viscosity of fluid f M LTTY
M., Ratio of oil to water viscosity [M°L° T9
2y Density of phase f [ML3]
P.o  Ratio of oil to water density [M°L° T9
o Density of water at standard temperature and pressure [ML?]
¢ Porosity of the medium [L3L7)
o Damping parameter [MOLO T

At Time step size [T]

AZ Vertical increment in Z-direction [L]
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INJECTION OR SUCTION
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Mech.Engr.Dept. Mechanical Engineer Mechanical Engineer
College of Engineering  Energy & Fuel Research Center Baghdad-Iraq
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ABSTRACT

In the present work , a numerical study has been made for the developing
compressible turbulent flow and heat transfer in circular tube with uniform injection
or suction. The study included the numerical solution of the continuity, momentum
and energy equations together with the two equations of the (k-g) turbulence model,
by using the Finite Difference Method (FDM). The air was used as the working fluid,
and the circular passage was composed of tube with diameter (20.0) cm , and the
length was 130 (hydraulic diameter) .The Reynolds number of the flow was
(Re=1.78x10%), and the Mach number (M=0.44) the ratio of the transverse velocity at
the wall (vy) to the axial velocity at inlet (Ui,), Q=(v./Ui,), for suction equal(0.001)
and for injection (-0.001).. The wall of the tube was heated with constant wall
temperature (Ty) and in other case with constant heat flux (Qw) as a thermal boundary
condition. The development of both hydrodynamic and thermal boundary layers
occurs simultaneously. The computational algorithm is capable of calculating the
hydrodynamic parameters such as the velocities , friction factor , turbulence structure
which includes the Reynolds stress and the turbulent Kinetic energy and eddy
viscosity. Besides, the thermal parameters are also predicted, such as the temperature,
Nusselt number, and the turbulent heat fluxes.The Results showed that the
hydrodynamic and thermal entrance length is increased with the increasing of
Reynolds number. The suction caused a flatten for the velocity profile and thus
decreasing the hydrodynamic entrance length, and caused an increase in the Nusselt
number and decreasing the local coefficient of friction, but injection caused a
steeping of the wvelocity profile , and thus increasing the entrance hydrodynamic
length and caused a decrease in the Nusselt number and increase the local coefficient
of friction. Turbulent Kkinetic energy and turbulent heat flux are decreased with
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suction and increased with injection .Predictions have been obtained which are in
good agreement with results obtained by past experimental and theoretical work.
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KEY WORDS: Flow and Heat Transfer, Developing, Compressible, Turbulent , Injection
and Suction, Circular Tube.

INTRODUCTION

The behavior of fluid flow over the surface of a porous material with mass transfer at
the boundary is encountered in a wide range of applications such as, aerodynamic boundary
layer control, wall suction to delay separation and transition from laminar to turbulent flow,
transpiration or sweat cooling of heated surfaces, which is applied to gas turbine blades, ram-
jet intakes, rocket walls, combustion chamber walls exposed to high temperature gases, and so
on. In this cooling method, cooling is forced through a porous wall and injected into the high
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temperature stream. In this way the wall temperature is reduced by forming a heat insulating
layer between the hot air and the wall. In addition, heat is removed from the wall by the
cooling fluid passing through the interstices. The control of the establishment length in the inlet
region of a channel. It is found that the injection of fluid increases the rate of growth of the
boundary layer .The characteristics of flow with condensation are analogous in many respects
to the flow of fluid over a porous surface with mass transfer at the wall. (Hasan , 1984). For
internal flow through channels with porous walls (suction or injection), there exists many
applications such as in the fields of transpiration cooling, gaseous diffusion, boundary-layer
control and ultrahigh filtration. As an effective boundary layer control method, fluid flow in
channels or pipes with fluid suction or injection through the wall surface was first investigated
by mechanical engineers as early as 1904. Early researchers only focused on fluid flow past a
flat surface suction or injection in a part of the whole surface, it was, assumed that the quantity
of fluid removed from the stream by suction , so small that only fluid particles in the
immediate neighborhood of the wall were suked away, this was equivalent to saying that the
ratio of suction velocity to free stream velocity (Q) was very small , say (Q =0.0001 to 0.01) ,
the condition of no slip at the wall is retained with suction present, as well as, the expression
for shearing stress at the wall. (Schilichting , 2000 ).

The present work investigates the effects of injection or suction on the development of
compressible and turbulent flow and heat transfer through circular tube. The governing
continuity , momentum and energy equations are solved numerically by using Finite Difference
Method (FDM). The simultaneous development of both hydrodynamic and thermal boundary
layers will be considered with uniform injection or suction through the wall.

GOVERNING EQUATIONS

Steady state, two dimensional axis-Symmetric , compressible , developing turbulent
flow(both hydrodynamically and thermally), with uniform injection or suction, and negligible
thermal dissipation and body forces and axial diffusion effects will be assumed.

Accordigly the governing, continuity , momentum and energy conservation , Kkinetic
energy of turbulence (k) and viscous will be as follows :-

Continuity Equation.

apu) , 1o(pv) _

1)
oz r or
Momentum equation in radial direction ;
(v%u@j—_‘lh 19/ i(xj +£( @j“
P ") o |rzar | Yot ar\r )| e\ MM a )T )

Where; ¢ _1 9] E(Xj +ﬁ[ G_UJ_E x
rr2or| “torlr a\"tar ) 3% er

Momentum equation in axial direction ;
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(Va_u+ua_uJ__@+1g{r a_u} +g( a_u}s ®)
Py T )T Tar T rar | Kt o [T\ Heff 5 |2

R a7 1 Gy L Heft =HT 44
Energy equation
oT or 10| HMet OT 0 Heft OT
pV—+U— |==—|Fr—— |+ ——— — (4)
or oz ror\ Prg Or ) 0z Prys Oz
Equation of state (Perfect gas) ;
P=poRT (%)
Sutherlands law of viscosity
3/2
Mo T Ty +S (6)
My \ T, T+S

Where; To=273.16 , 1,=1.708x10 kg/m.sec , S=110.

(k-€) Model ;
Kinetic energy (k) equation :-
p[v%+ua_kj:££ rﬂ% +2 ﬂa_k +G_pg (7)
or oz) ror\ ogor) oz\oy oz

Viscous dissipation (€) equation :-

o€ oe) 10| M oe 0| 4 O £ &2
V—+U— |==—|r—— |+—| —— [+C 44 -G -C_,p—
'0( or azj rar[ o, arj az(ag azJ by 2P (8)

2 2 2
G =4 {2{(@j + (a_uj } + (@ + a—uJ ] ©)
or oz oL or
Boundary Conditions ;

Entrance condition

u=Uj, ,v=0, t=Ti, (10)

3
T
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, (11)
C,=0.03 , Cx=0.003 , D= (12)

Exit Condition

u_ok_0de_, , T _ Constant
oz oz oz 2

Wall and Center line Conditions

u(R,2)=0 , v(R,2)=vy (14)
Q=vy/ Ui, (15)

For the center line:-
‘2—“(01):0 , v(0,2)=0 (16)
r

Temperature boundary condition:-

T(R,z)=T,  (constant wall temperature) (17)
or
lE (R,2) =Qy ( constant wall heat flux ) (18)
Flow Through Porous Wall
Q= V_W (20)
U in
\{J:M: p”DIZ‘VW :4VWL (21)
m D Ui, D
PTU in
Y =4Q7" (22)

NUMERICAL SOLUTION.

The governing equations will be solved numerically by using (Explicit Finite Differences
Method) (Ayad, 2003), the node — point has subscripts (1, ] ) denoting cylindrical
coordinate in (r, z) directions. The coordinates for each node are (r=iAr), (z=jAz) .

The convection terms of the axial momentum equation will be changed to finite differences
by using back-ward differences. The pressure gradient will be changed to algebraic term by
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using (Upwind Differences). For the (Diffusion Terms) in the right side of the equation, the
(Central Differences ) will be used . The following final form is obtained :-

p. - IO(.

= — J—J‘l)
I N T R TR R T e (23)
where :-
a - PGV §) + P, )Y j) . r(i+0.5,j)ﬂeff(i+0_5'j) . |’(i70.5,j)ﬂeff(i70.5yj) N ﬂeff(i’j+0‘5) N /Ueff(i’jiols) . H(i,j+05) . H(i j-05)

o & ) ArF f.)(ar (a2 (a2 (P (arf

. Mi+0.5,))Heff(i 0.5, j) a, Heff(i, j+0.5) + H(i, j+0.5) a, - Mi-0s5, ) Heffi_o35,j)
AT az? i, p)Ar?
as = PG | Hefli-05) + (i j-05)
Az Az 2

o I‘(i+1,j)ﬂt(i+1,j) r(i—l,j):ut(i,lyj) r(i+1,j)lut(i+1,j) Vi + i1, )41, ) v 1 P, j+0)K G, j+1) = PG, )i, 1)

- Vi ——" UV G
4r(iyj)ArAZ (i+15+1) 4r(i’j)ArAZ (i-Lj+1) 4r(i,j)ArAZ 4r(i’j)ArAZ (i-1j-1) 3 A7

The mass balance equation for a typical control volume gives ;

Min+ Muail =M (24)
. R
m, =j27zp(iyj)u(i,j)rdr (25)
0
. R *
M= [ 270, ;,Urdr £4Q¥Z (26)
! ,

The (+ve) sign in equation (26) is for suction and the (-ve) sign is for injection. The mean
pressure difference ( P i~ p( 1) ) in equation (23) can be calculated by ( mass conservation

) (Caretto & et.al,1972) as :-

. R
m—27p ;)] .prdr
0

P; =Pyt @0

Zﬂp(i’j)_?ﬁl’dr
0

The continuity equation is converted to algebraic form by using the (Back Ward
Differences), the following final form is obtained:-
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fioa 0L AT Tij)

Vi) = oL 2.0 Vii-1j) +Em

(i, -G, 1) ~ 2, i)UG, )
(28)

To convert the two equations for (k-£) model to the numerical form we use the (Backward
Differences) for the convective term and the (Central Differences) for diffusion term , the
result is ;

Where ;
Clzp(i, Vi), PG +r(i+°'5'j)” thaos) 005 s ) +ﬂt(i,j+0-5) "i-0)
Ar Az [i,j)Ok (Ar)2 Ok (AZ)Z
¢, = r(i+0'5’j)'ut(i+0.5,j) ey = Iut(i,j+0.5) G- P iVG.5) r(i_0'5’j)yt(i—o.s,j)
r(i, J)Gk (AI’)2 Ok (AZ )2 Ar r(i, j)ak (Ar)z
_PEMGG) L M08 o s
I Ty e R IR 18]

Dissipation energy (€) equation.

digg,j) =028, j) +d3&G, j41) + dag(iog j) +ds&i, jor) +S, (0)
define the following coefficient:-
PG |, PN Mi+05,i) 4i+05,j) T 1(i-05,i)4(i_05,j) . M ir05) T H4( j-0.5) . Co2P6,1)€(,)

d, =
b Az i, j)os (Ar)° o, (Az) K j)
- Mi+05,§)Mtis05, ) d, = i, j+05) | PGiVeD) |, 05 MG os,j)
Mi,j)O (Ary’ o (az)f " Ar I, j)os (Ar
d = 200D | MG-05) o CaCliFii)
Az o, (AZ)2 & k(i, i)

The energy equation can be converted to algebraic form by using the (Backward
Differences) for the diffusion term and (Central Differences) for the convective term , the
following linear equation is obtained:-
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€T, j) =€2T(41, j) T €T, j+1) +€4T(i-1,j) + €57, j-1) (31)
Where ;
. — PG, iV, i) . P, )G, j) N Mi+05,j)H(i+05,j) T r(i—O.S,j)ﬂeff(i_0.5’j) N /ueff(i]j+0.5) + Heff(i j-0.5)
1= 2 2
Ar Az i,y Py (Ar) b, (42)
. . Heff(j i NV i i : :
., i+o.5, J)#Eff(i+0.5, i) 163 = % 'ey = p(IJA)\r{(I i) N Ii+o0.5, J)’uef;(l—O.S,J)
.5 Pr, (Ar)? Pregs \A2 i, 1) (A" Pregy
€

A numerical calculations algorithm was developed to solve the above equations numerically,
and a computer program was built to implement this algorithm.

RESULTS AND DISCUSSION

The results of the developed computational algorithm for turbulent flow of air through a
porous circular tube will be discussed for the following case:-

Pin = 1 bar, Ti, = 100°C, Ty = 100 °C, Q,,=1000w/m?, U;,= (90-150) m/s, Re=1.78

x107, M =0.26 - 0.44, Z" = 130.

The grid size was taken as, (m=500) in axial direction and (n=20) in radial direction.

Fig.1 shows the development of the boundary layer for flow in solid wall with
( Re=1.78x10°% at (Q,=1000w/m?). Near the wall, the viscous effects are dominant, so the
boundary layer grows in the flow (axial) direction until it reaches apposition ,after that the
boundary shape fixed, this mean that flow is fully developed. It can be concluded that the
hydrodynamic entrance length is equal to (140) pipe diameter approximately. Fig.2 shows the
radial distribution for the axial velocity profile at constant wall temperature and constant heat
flux. Fig.3 show the effect of Reynolds number on the development of velocity profiles at
constant wall temperature and constant heat flux , it is that the velocity increased with the
increasing of Reynolds number, the same result is obtained by (Ayad,2003). Fig.4 shows the
dimensionless axial velocity development for various dimensionless radial positions, with
constant wall temperature and constant heat flux, the same result is obtained by
(Stephenson,1976).

Fig.5 shows the effect of suction and injection on the velocity profiles at constant wall
temperature first and constant heat flux second, the velocity profile is flattened at suction and
became steeper at injection, the same result is obtained by (Hasan,1984). With the presence of
mass transfer through perforations, the velocity profile is altered due to the interaction between
the axial flow and the perforation flow, for the injection case, the injection lifts and expands
the turbulent boundary layer and thus increases the axial velocity beyond the layer while
decreases the velocity within the layer to follow the mass conservation law. As a consequence
the axial velocity near the pipe wall decreases and on the contrary, the suction lowers and
reduces the boundary layer and thus decreases the velocity outside the layer but increases the
velocity inside the layer, and results in an increase of the axial velocity near the pipe wall
analysis, this is consistent with the numerical observations of (Kinney & Sparrow,1970) for

pipe flow with suction through the pipe wall.For suction and injection Q(+0.001, -0.001) the
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hydrodynamic length from the entrance to the fully developed velocity profile for the solid
wall at constant wall temperature is equal to (130) diameters , decreases to (120) diameters ,
but for injection increases to (140) diameters, approximately. For Constant heat flux the
hydrodynamic length for the solid wall is equal to (140) diameters , for suction decreased to
(130) diameters , and for injection increased to (150) diameters ,approximately.

Fig.6 shows the development of turbulent kinetic energy (2k/u§)with constant wall

temperature , and constant heat flux , notice that the maximum value of the kinetic energy is in
the region near the wall , and decreases in turbulent kinetic energy value with the increasing of
Reynolds number because the axial velocity profile decreases with the increasing of the
Reynolds number , also the hydrodynamic entry length ,at which the turbulent kinetic energy
is fully developed , increases with the increasing of the Reynolds number. Fig (9) shows the
effect of suction and injection on the turbulent kinetic energy ,turbulent kinetic energy
increased with injection and decreased with suction, the same result is obtained by
(Ayad,2003).

Fig.7 shows the three dimensional development of the turbulent viscosity with. The
turbulent viscosity increases with the increasing of the Reynolds number , so increasing the
length needed for the fully developed profile, the same result is obtained by (Ayad,2003).

Fig.8 show the development of air density for Reynolds number at constant wall
temperature and constant heat flux , notice that for constant wall temperature the density stay
constant near the wall but for constant heat flux decreases because of the increasing of the wall
temperature down stream , the same result is obtained by (Ayad,2003), suction increases the
density and injection decreases it.

Fig.9 shows the steps of developing Reynolds Stress . Find that the Reynolds Stress equal
to zero at maximum velocity near the center line and the maximum value is in the region near
the wall, the same result is obtained by (Ayad,2003). Show that the suction causes to flatten
the velocity profile then decreases the Reynolds stress but the injection which causes to steeper
the velocity profile then decreases the Reynolds stress.

Fig.10 shows the development of the local coefficient of friction , it decreases with the
increasing of the Reynolds number because the boundary layer decreases , and the turbulent
Kinetic energy that enter in calculating the shear stress which can be calculated from the wall
function decreases too. Fig.11 shows the effect of suction and injection, the local coefficient
of friction decreases with the suction because that the boundary layer decreases with the
suction case so the turbulent Kkinetic energy decreases , but in the injection case the local
coefficient of friction increases because the boundary layer increases , the same result is
obtained by (Moshe,1986).

Fig.12 shows development of the isothermal lines, notice that the temperature increases
along side with axial flow direction and decrease with radial direction .Fig.13-a shows the
effect of Reynolds number on the overall heating of the flow. Fig.13-b shows the effect of
Reynolds Number on the wall temperature. The overall heating of the flow and the wall
temperature increase parabolic in the developing region, and decrease with the increasing of
Reynolds number, the same result is obtained by (Ayad,2003).

Fig.15 shows the radial distribution of the turbulent heat flux at many positions , the
turbulent heat flux values is the maximum near the wall and in the fully developed region
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because of the high temperature of the heated wall and there is a decreasing toward the center
line because of the difference in the temperature between the wall and the fluid , the same
result is obtained by (Ayad,2003) .

Fig.16 shows the axial distribution of the Nusselts number at constant wall temperature
and constant heat flux, the maximum value at the entrance region because the thermal
boundary layer thickness equal to zero and the heat transfer coefficient by convection is
maximuim, after that the thermal boundary layer grows and the coefficient of heat transfer
decreases and so the Nusselt number decreases gradually until it reaches constant value , it
needs longer length , also for the same reason the Nusselts number increases with the
increasing of the Reynolds number for constant wall temperature and constant heat flux, the
same result is obtained by (Ayad,2003) . Fig.17 shows the effect of suction and injection on
Nusselts number, suction increases the value of Nusselt Number, the same result is obtained by
(Aggarwal & Hollingsworth,1973) and injection decreases it. Fig,18 shows the radial
temperature development profile at constant wall temperature and constant heat flux . Fig.19
shows the relation between mean Nusselt Number and Rynolds Number, increasing the
Rynolds Number causes significantly increased heat transfer, so increasing Re causing an
increase in NUmean , the same result is obtained by (Hasan,1984).

Comparison of the Results .

Fig.20-a shows the comparison of the velocity profile for the present work which is
calculated theoretically with experimental results of (Aggarwal et al,1972), which was done
on a porous tube with internal diameter (D=0.02565 m) and length (L=0.2465)m, for Reynolds
Number Re(101160) and Z" =9.3 with rate of suction Q =(0.0135 ) . Fig.20-b shows the
comparison of the development of the profile , at (Re=338000) for the present work with the
results of the theoretical work which was done by (Stephenson,1976) , on a tube with (D=0.2
m) with (Re=388000) at
Z" =(0.0,0.75, 0.94).

CONCLUSIONS.

The numerical results of the present work show that, the velocity profile, was flattened with
suction and steepened with injection, its value was decreased with the increasing of Reynolds
number and with suction .The hydrodynamic length, from the entrance to the fully developed
region, was increased with the increasing of Reynolds number and with suction, it was
decreased with injection. Turbulent kinetic energy was decreased in the region far from the
wall and by suction, and it was increased by injection. Reynolds stress was vanished far from
the wall; it was increased by injection and decreased by suction. Local coefficient of friction
was decreased with suction and with the increasing of Reynolds number, it was increased with
injection. Turbulent heat flux for constant wall temperature and constant heat flux has a
maximum value near the wall and minimum value in the center line. Decreasing of the wall
temperature at constant heat flux and the bulk temperature increases with injection and
decrease with suction. Nusselts number was increased with the Reynolds number and with
suction, and it was decreased with injection.
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NOMENCLATURE
LATIN SYMBOLS
Cs Local coefficient of friction (= 2
(o Specific heat at constant pressur¥ 105045 J/kg .°’C
Dy, Hydraulic diameter m
G Generation term kg/m.s®
h Heat transfer coefficient w/m.°C
K Von Karman constant
L Length of tube m
m Nodes number in z-direction
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Greek Symbols
4
Q

E
Turbulent kinetic e

'68

Mass flow rate
Nodes number in r-direction
Nusselts number (=hDp /A )

Perimeter

Pressure
Prandtle number
Heat flux
Radial dimension
Reynolds number (= UinDn/p)

Dimensionless radial distance( = r/R)

Radial velocity
Temperature

Axial velocity
Axial Bulk velocity

Dimensionless distance from the wall

Axial Cartesian coordinate

Dimensionless axial length ( =z/D)

Coefficient of relaxation
Velocity ratio (= vy /Uin)

kg/s

N/m?

w/m

m/sec
°Cc
m/s
m/s

Dissipation rate of turbulent Kinetic energy

nergy m?/s’

Fluid thermal conductivity
Viscosity

Dimensionless temperature
Kinematic turbulent viscosity
Fluid density

Turbulent Prandtle number

Gas Constant
Wall shear stress
Fractional mass extraction (=
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W/m.°C
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Fig.10: Effect of Reynolds Number on the Local Coefficient of Friction
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AXISYMMETRIC FREE VIBRATION OF THIN PROLATE
SPHEROIDAL SHELLS

Dr. Ahmed A. Hassan, Dr. Ala M. Hussein, Mohammed J. Obaid
College of Engineering, Babylon University

ABSTRACT

In this paper a detailed study of the theory of free axisymmetric vibration of thin
isotropic prolate spheroidal shells is presented. The analysis is performed according to
Rayleigh — Ritz method. This method as well as an approximate modeling technique were
attempted to estimate the natural frequencies for the shell. This technique is based on
considering the prolate spheroidal as a continuous system constructed from two spherical
shell elements matched at the continuous boundaries. Through out the obtained results it is
found that this method predicted fairly well the natural frequencies of a prolate spheroidal
shell for all values of eccentricities.
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INTRODUCTION

Prolate spheroid shells can be obtained by rotating an ellipse around its major axis,
see Fig.l. It is worthy to indicate the industrial applications and importance of shell
structures. This interest was appreciated today in aerospace, sea vehicles industry and the
structure of rocket can be considered as a prolate shells. In such structures the resonance
problem may occur, therefore the study of free vibration become very important to prevent the
resonance appearance.

The study of free vibration of prolate shells take a considerable attempt in the
published literature. several investigators, using a variety of mathematical techniques, have
obtained approximate solutions for the natural frequencies of axisymmetric vibrations of thin
prolate spheroidal shells.

(De Maggio and Silibiger 1961) obtained a solution for the torsional vibrations of thin
prolate spheroidal shell in terms of spheroidal angle functions. (Kanins 1963) was concerned
with the vibration analysis of spheroidal shells, closed at one pole and open at the other, by
means of the linear classical bending theory of shells. Frequency equations are derived in
terms of Legender function with complex indices, and axisymmetric vibration of the natural
frequencies and mode shapes are deduced for all opining angles ranging from a shallow to
closed spherical shell. It was found that for all opening angles the frequency spectrum consist
of two coupled infinite sets of modes that can be labeled as bending (or flexural) and
membrane modes. It was also found that membrane modes are practically independent of
thickness, whereas the bending modes vary with the thickness. The same author concerned
with a theoretical investigation of the free vibration of arbitrary shells of revolution by means
of the classical bending theory of shells.

A method is developed that is applicable to rotationally symmetric shells with
meridional variations (including discontinuities) in Young’s modulus, Poisson’s ratio, radii of
curvature, and thickness. The natural frequencies and the corresponding mode shapes of
axisymmetric free vibration of rotationally symmetric shell can be obtained without any
limitation on the length of the meridian of the shell. The results of free vibration of spherical
and conical shells obtained earlier by means of the bending theory. In addition, parapoloidal

shells and sphere-one shell combination are considered, which have been previously analyzed
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by means of the inextentional theory of shells, and natural frequencies and mode shapes
predicted by the bending theory are given.

(Numergut and Brand 1965) determined the lower axisymmetric modes of prolate
shell with five values of eccentricity. (DiMaggio and Rand 1966) using membrane shell
theory in which the effects of bending resistance are ignored. Their work was distinguished
by applying their solution to constant thickness membrane shell by means of integrating
numerically the equations of motion. It was found that the frequencies associated with higher
modes are strongly dependent on the eccentricity ratio.

(Zhu 1995) based upon general thin shell theory and basic equations of fluid-mechanics; the
Rayleigh-Ritz’s method for coupled fluid-structure free vibrations is developed for arbitrary fully or
partially filled in viscid, irrigational and compressible or incompressible fluid, by means of the
generalized orthogonality relations of wet modes and the associated Rayleigh quotients.

(Wasmi 1997) used the finite element and modal analysis techniques to investigate the
static and dynamic behavior of oblate spheroidal dishes, prolate and the relevant structures.
Different types of elements were considered in one dimension, two dimensions and three
dimensions.

For framed structures, Euler Bernouilli theory, Tiomshenko theory, integrated Tiomshenko
and improved Tiomshenko theories were applied. While for plates and shells, Kerchief’s,
Zienkiewicz and Mindlin theories were applied. The capability of these trenchancies was
investigated in this work to predict the natural frequencies and mode shapes, as well as the static
analysis of framed structures and spheroidal dishes. It was found that the natural frequencies of
oblate and prolate shells have two types of behavior against increasing the shell thickness and
eccentricity, which are the membrane and bending modes. The membrane modes natural
frequencies tend to increase with increasing the eccentricity of oblate, while the bending mode
natural frequencies decrease with increasing the value of eccentricity.

(Aleksandr Korjanik et al. 2001) investigated the free damped vibrations of sandwich
shells of revolution. As special cases the vibration analysis under consideration of damping of
cylindrical, conical and spherical sandwich shells is performed. A specific sandwich shell finite
element with 54 degrees of freedom is employed. Starting from the energy method the damping
model is developed. Numerical examples for the free vibration analysis with damping based on the
proposed finite element approach are discussed. Results for sandwich shells show a satisfactory
agreement with various references solutions.

(Antoine et, al 2002) investigated the linear and nonlonear vibrations of shallow spherical
shells with free edge experimentally and numerically. Combination resonances due to quadratic
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nonlinearities are studied, for a harmonic forcing of the shell. Identification of the excited modes is
achieved through symmetric comparisons between spatial results obtained from a finite element
modelling, and spectral information derived from experiments.

This investigation -deals with the free vibration characteristics of thin elastic prolate
spheroidal shell. The shell is assumed be of isotropic material. The analysis depends on the

Rayleigh _ Ritz method.

0=mn/2
0=n/3 0=2n/3

0=n/6

2a

--x-N\---
Y /-

Fig. (1): Prolate spheroidal co-ordinates

MATHEMATICAL ANALYSIS

Through out the review of literature, it is found that even though the governing equations for
shells of revolution are well spelt out, nevertheless, the governing equations for prolate spheroidal
shells are not available, therefore the approximate energy procedure will be followed.

For a shell undergoing deformation in which the normal to the middle surface of
undeformed shell remains straight and of a constant length under deformation, the shell

displacements can be expressed as, (Burroughs 1978):

W, (D', 1) =W (D")e™

Uy (@',t) =U,, (D")e™ @
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where, @ denotes the circular frequency. The stress resultants and couples are related to the

displacement of the reference surface by the same expressions derived in appendix A with the
eccentricity set equal to zero. (Kalnins 1963) show that the actual @ -dependent coefficients of

the variables can be written as:

3

W=>" [AP;(x)+B Q, (X]

i=1

Uo=> ~(0+0)C, [A Py (9+B,Q; (%]

U, = - @+ )G AP, (0 + BQ, ()]

i=1

3

> {a+cs) AP (0+BQ, (0]

‘D (1 V) i=1

+(1-0)C; cot® [A P, (0)+BQ, (¥ ]}

Eh
iR 2 L@ e [AP(+BQ, (0]

~ (1-0)C, cotd | A P,'(x)+B, Q,'(X) ]

_323: [1+@+v)C {8 [A1 P: (X)+B,Q, (X)]

R2 &

+(1-v)C; cot® | A Py ()+B,Q; (%) ]

M, = RDzzS: [1+@1+v)C |{v A

@ i=1

— (1-v)cotd [A P. (X)+B,Qy; (x) ] h

=23 [1r@enC T+ 4 -1 [A R (948,05 )]

cp i=1
Where,

1+ (5-2)/ [(1ev)(1+¢ )]
bl-v— B+ EQ-vHQP 1+ E?)

12R?
§==
n, =—%+,/l/4+ﬁi
X = C0s @

The value of (3; 's are the three roots of the cubic equation:
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)

(3)

(4)
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(6)

(7)

(8)
(9)
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(12)
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B =[a+ (1= )P B + |4+ (A= vD)Q? + 1+ E)(1-17)]

(1-0Y) B+ (1—v)(1—v2)[92 —i}{u L+ vz)[gzz —iﬂ ~0 (14)
1-v 1+v
Where,
0? = &;R‘i (15)
And:
D, =" _
1201-%)

(16)

In the above equations Pn(x), Qn(X) are the Legendre functions of the first and second kinds,

respectively, P'(x),Q' (x)are the derivatives with respect to (@) for the Legendre functions of the

first and the second kinds, respectively. Aj's & By's are arbitrary constants.

The above solutions can be applied to study the free vibration of an elastic spherical shell
bounded in general by any two concentric openings.

As the shell is taken to be closed at the apex (® =0), and since the Legendre function for the
second kind is singular at this point, then the arbitrary constants (B;’s ) are set equal to zero. For this

reason all terms involving Qn(x) are omitted.

RAYLEIGH-RITZ METHOD

Rayleigh-Ritz method, which is an extension of the Raleigh’s method, helps to
determine the natural frequencies and mode shapes with general boundary condition in
approximate form.

The Rayleigh-Ritz procedure is essentially statement on the ratio of potential energy to
the kinetic energy. At the natural frequency (@), and assuming separation of variables, the
shell displacements may be written as give by Eq. (1). Substituting these in the strain energy

expression gives:

h/2 271'271'1 . . ) i
P = J' IIE[UQ €y +0O, EQ]R(DRH sin® d® d&dz (17)

-h/2 00
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Where,
E . . E . .
O-(D' =m[e(pv +UEQ] y 09=m[€9 +v G(D-] (18)
and
e, =€ +2K, €,=€, +ZK, (19)

An expression for the maximum strain energy ( P, ) may be obtained upon taking e™ to be

unity and applying the appropriate expressions for o, , o, , €, and €, to given by:

N TT{E 1] 8 |U, aw
™ 20-v?¥y 4 12| RZ| 0| R, R,OD
2 ' 2 1
2cog fDZ [Uq)_a_vv} 2y cozs<I>_ [U 8W]
Ry R, sin“ @ od R, Ry sin®

2
o | U, oW R T RCCPY
op'| R, R, 0D R: | 00

s 1
(R, sin®')?
. 2v { U,
R, Ry Sin @' o'
R, R, sin®'dd' do

(U, cos®' +W sind') ?

+W}(U®cosd>'+w sind') |

(20)
The kinetic energy is:

hi2 2z 2rx 1 au 6\N . , ,
K:J' I J Ep“#]:[a o Ry SiN@'dDd'd (21)

hi2 0 0
After integration with respect to (z) and substituting for the appropriate expression, the

maximum Kkinetic will take the form:

2 27 27
K., = a)zph [ | (Ui +w)R,R,sin@'da'do (22)

0 0
Equating the maximum kinetic energy to the maximum potential energy, the natural frequency
can be written as:

(23)
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Where, N and D represent the equations in numerator and denominator, respectively.
Following the procedure of Rayleigh-Ritz’s method, the radial (or transverse) and tangential

displacements can be written in power series form as:
R : R , (24)
w(®') =) a;w; () Uy (@) = D_buy, (V)
i=1 i=1

Where, the a;'s and b;'s are coefficients to be determined.

The functions W;(® ), U(®") satisfy all the geometry boundary conditions of the system.
Eq.(23) is an exact expression for the frequency according to Rayleigh quotient. In order to
use the procedure of Rayleigh-Ritz’s method, Eq. (24) is substituted into EQ.(20) and (22),
then the results are used in Eq. (23).

Now substituting Eq. (24) into Eqgs. (20) and (22), and after some mathematical

manipulations, the following equation will results:

2_ @ (25)
o =—
¥
Where, n n T K2 : P
o= cC; Eh’z | h AUaUs - 205 + W' W/ ]sina’
i1 il (1-v%) ¢ |12R;
Vh2 r n !
R AT [U UL —U W —U W +W W, Jcos @
2 ’
z[uq), S0, W w0
12R Rs sin®’
+F[u;piu;pj +2U W, +WW' Jsin @’
D
+% UoUs, C:_;q‘)b +2U W, Cos ' -+ WW, sin &’
|
2 [UyU 4 COSD" +U , W, sin @' — U , W, cos &' +WW, sind'] }
(ORI
, 26
R,R,d® (26)
¥ = zzc,c,j[uu +WW, R,R,sin @ dd (27)
i=l i=1l

An n-term finite sum leads to the estimation of the first frequencies. Eqgs. (26) and (27) gives
the physical properties of the shell from the stiffness and mass distribution point of view.

The stiffness and mass of the shell are given by the following two equations respectively:
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Ehzr % . N A
= (1_V2)I R [Ucp. Ul —2U5 W, "+ W," W, sin @
YR T, UL —U WUl W W, W, cos
6R R3 @i ~ i @i Vi oi Vi i VY
cos’ @'
—u —2UL W, W
12R? RZ[ * o sin @'

l ’ ' r H 1
+?[u®iu®j +2ULW, +W, W, |sind

D

1 2! :
+— [Uq,iuq)j CO_S—'+2U(Di W, cos @' +W,; W, sin @’ }

2
9 sin®

2v (U, UL, cos@'+U), W, sind' +U,, W, cos®' +W,W,sind" | }
(ORI
R, R, 0"
and
(28)
27
m; = [ phaluu; +Ww, R, R, sin @ do: (29)
0
Then
2GiCiky
ol = I (30)

.M3

N

CiCj mij
i=1l j=

The exact frequency is always smaller than the approximate value. In order to minimize the
approximate value, which given by Eq.(30), it should be differentiated with respect to ¢; and
equating the resulting expression to zero, that is:

0 _DoN7oc —NaD/aoe, _ i=1,2,3,.....n (31)

oc D?

The only way in which this equation can equal is zero if the numerator equals zero, since D is

never equal to zero. The numerator can be written in a more useful form as:

ON N oD .

——— =0, 1=123..,n

oc, D o, (32)
=N/D
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It is as given by equation (23) :%, and n is the number of terms in the approximate

r

solution. The infinite degrees of freedom system has been replaced by an n degree of freedom

system. Therefore, Eq. (31) can be written in a matrix form as:

[{K}-w* Mifc}= o} (33)
The stiffness and mass are determined at the edge ( @ =®,) of the spherical shell using (28

and 29) respectively. The values equated in above equations are then substituted in the

following determinant:

k11 _szll k12 _Q2m12 kle _szlii
Koy — sz21 Kgo — szzz Kos — szzs =0 (34)
k31 _szsl ksz _Q2m32 k33 _Q2m33

The value of Q® which make the determinant equal zero represent the natural frequency of
the shell.

RESULTS AND DISCUSSION

In order to confirm the accuracy of the theoretical results, these results are compared
with the available literature due complexity of obtaining a closed form solution for the free
vibration characteristics of a prolate spheroid shell. From Table (1) it can be noted that the
variation of the natural frequencies of bending modes increase with thickness and with the
mode number. This phenomenon can be elaborated due to the fact that the strain energy
increased with increasing the ratio of thickness for larger eccentricities ratio.

The non-dimensional frequency coefficients for the first three flexural modes which
computed from the present work with (h/a=0.05) are presented in Table (2) along with the
results of (Burroghs and Magrab 1978). From this table it is seen that there is reasonable

agreement between these results, which provide the accuracy of the formulation and results.
Fig.2 shows the non-dimensional natural frequency (1=./p/Ea) of the first three

modes of vibration as a function of the eccentricity ratio obtained by the Rayleigh- Ritz’s
method using the non-shallow shell theory. It is clearly shown that the tendency of the natural
frequencies towards higher values as the eccentricity ratio increases. This behavior could be
explained by the mode shapes of a closed spherical shell would resemble those of a prolate
spheroid up to certain eccentricity. As the eccentricity increases, the bending stress increased
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and the potential energy increased. Another reason is that the geometry of the prolate shape
is stiffer than the spherical shape.

Fig.3 gives the first few natural frequencies as a function of the thickness ratio for a
prolate spheroid with (e=0) obtained by RRM. Fig.4 show the first few natural frequencies as

a function of thickness ratio with (e=0.7). All these figures are obtained for (v = 0.3) and they

depend on the bending as well as the membrane modes using the non-shallow shell theory. It
can be noted that the variation of the natural frequency of the bending modes increases with
thickness and with the mode number. This phenomenon can be elaborated due to the fact that
the strain energy increased with increasing the thickness ratio. Also, for larger eccentricity
ratio, the variations are more pronounced than for smaller eccentricities.

Fig.5 shows the effect of eccentricity ratio on the first membrane mode. It is seen that
the natural frequency increased with increasing the eccentricity ratio. The eccentricity ratio
affects the natural frequency hardly at the lower range, while this effect decreased when the
eccentricity ratio beyond 0.8.

The mode shapes of the first three modes of the prolate spheroid shell are shown in
Fig.8, in which both the transverse and tangential displacements are illustrated. This figure
shows that the modes of the transverse displacement occurs at a position in which the

tangential; displacement has maxima and vice versa.

CONCLUTIONS

The main conclutions from the present work can be summarized as;

1- Natural frequencies are seen to have two types of behaviour against increasing the
thickness to major radius ratio. One type, which is associated with the bending modes,
tends to increase with thickness, while the other type, which is associated with
membrane mode, remains unaffected by the thickness variation.

2- Both bending and membrane modes natural frequencies tend to increase with increasing
eccentricity ratio.

3- The natural frequency tends to increase with increasing the ratio of thickness of the
shell.
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APPENDIX
The principal curvatures of the surface as a function of the angle of inclination (®) in the following
form.
B a(l—e?)
- (1—62 cos? q)!)3/2
R _ a
o (1-e?cos? d)

0]

Where (@) is the angle in the space between the vertical axis and the normal vector, it is given by
sin g3
Jl-e?cos? g’

(e) is the eccentricity ratio of the spheroidal shell , which is given by;

cosP'=

1 1
e= = —
cosha ¢

The strains, expressed in terms of displacement can be written as:
., 1 |ou,
84) = | = + W
R, | 0@

[u, cos®'+wsind' | = Ri[uq, cotd'+ w]
4

£0= o
R,sin®

1 01 ( awj
Ky =—— | —| Uy ——
R, 0'| R, o'

1 coscp'( 6wj
ka = - Up — =
ResSin®' | R, oP'

If E,v are as in nomenclature then, the forces and moments per unit length will be

N Z%[&%"‘&g]
h2
M, = 125_\/2) [k +vKk ]

2
M, — Eh
12Q—v

2) [KH +VK(I)]

Substituting the relevant expressions get:-
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1 o,
RCI)

Eh
)

+ W) + v (ug cotd' + w)}
1-v

3 R,

N,= Eh2 i(uq)cot(f[>'+w)+i(au—“’+w)
1-v°| R, R, 0D

v cos '
Ry R, sin®’

E h® 1 0 1 ow
o= < — —(Ug, — )+
12(1-v?)| R, 0D R, oD’

ow
(um_zﬁ;{

cos P!

3 E h? v
’ 12(1-0?)| R, R,sin®'

oW o 1
Up———) +— — (—(u, -
(Uy @cp') R, aqn'(Rg(‘D

ow
)

Table (1): Dimensionless natural frequency coefficients for the axisymmetric free

vibration of a prolate spheroidal shell.

E=0.3 e=0.7
Mode Number
h/a=0.01 | h/a=0.05 | h/a=0.01 | h/a=0.05
1 0.0 0.0 0.0 0.0
2 0.16 0.16 0.725 0.725
3 0.18 0.19 0.87 0.89
4 0.2 0.23 0.91 0.93

Table (2): Comparison of other estimates of Q for the flexural modes of a thin prolate

spheroidal shell with e=0.7

Mode Number Present Work Reference [9]
h/a=0.05
2 0.725 0.73
3 0.89 0.90
4 0.93 0.95
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NOMENCLATURE

A Arbitrary constants. R " R,  Principal radii of curvatures of a prolate shell.

a Major semi-axis of a prolate spheroid shell. t Time (sec).

B Avrbitrary constants. u,,u,  Tangential displacement (m).

b Minor semi-axis of a prolate spheroid shell. w Transverse or radial displacement (m).

Ci | Element of the boundary conditions matrix. €4,y Strains.

D,  Bending stiffness (E.h®/12(1—Vv?)). 0o} Inclination angle of a prolate spheroid.

£ Young's modulus of elasticity (N/ m? ) () Inclination angle of a spherical shell model.
D, Opening angle of the approximate spherical

e Ecentricity ratio( V1 — b? /a?).
shell.

h Shell thickness(mm).
A Non-dimensional frequency parameter

M¢, M, Moments per unit length (Nm/m).
(p! E)"?wa).

N, N, Membrane forces per unit length (N/m). o S
0 Angle of rotation in the meridian direction

Pn(x)  Legendre function of the first kind. . 3
Y2, Density (kg/m ™).

Py’(x) First derivative of the Legendre function of the Q Non-dimensional frequency parameter

first kind. ((p/ E)llza).R) .

P,”(x) Second derivative of the Legendre function of .
0] Circular frequency (rad/sec).

the first kind. s
1) E/ h/d.

Q,(x) Legendre function of the second kind. 0 (E/p)

Q, (X) First derivative of the Legendre function of Cg 0,  Stressresultants (N/m?).

the second kind. 1% Poisson’s ratio.

Q¢ Transverse shearing force per unit length

(N/m).
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NATURAL CONVECTION FROM SINGLE FINNED TUBE
IMMERRSED IN A TILTED ENCLOSURE

Ass.Prof.Dr.Ikhlase M. Fayed, Hadi R. Roomi
University of Technology / Mech. Eng. Dept.

ABSTRACT

Heat transfer rates of a single horizontal finned tube immersed in water —filled enclosure tilted at
30 degrees are measured .The results serve as a baseline case for a solar water heating system with a
heat exchanger immersed in integral collector storage. Tests were made with both adiabatic and
uniform heat flux boundary conditions. Natural convection flow in enclosure is interpreted from
measured water temperature distributions. Formation of an appropriate temperature difference that
drives natural convection is determined .Correlations for the overall heat transfer coefficient in terms

of the Nusselt and Rayleigh numbers are reduced to the form Nu = 0.716Ra 0.247

For 2x10° < Ra < 2x 10’ Based on the diameter of the immersed tube .Comparison the present work
results with others gave a good agreement.

KEY WORDS: Solar energy, Natural convection, Heat exchanger
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INTRODUCTION

One obstacle to the wide spread use of solar water heating systems is either high initial cost .A
potential method of reducing cost is to use components made of plastic rather than metal .One system
concept Fig.1 embodies an expensive bag for collection and storage .An immersed heat exchanger
made of many tubes transfers the stored energy to the potable water circulated through the tubes. The
heat transfer process in the collector and immersed heat exchanger Fig.2 involves the interaction of
negatively buoyant plumes within the tube bundle and a large —scale buoyant flow within the
collector. Natural convection heat transfer characteristics from horizontal tube in an unbounded fluid
have been studied extensively .(Morgan 1975) assembled the widely disparate data and proposed
Nusselt versus Ralyeigh number correlations .Over the range of measured Rayleigh numbers of
interest here, the recommended correlations are
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Nu =0.480Ra 025 For 2x10° < Ra < 2x10" And (1a)

Nu =0.125Ra 0.333 ror 2x10

5 < Ra <2x10 (1b)

with a given uncertainty of +5% . (Churchill and Chu 1975) developed a correlation for a wide range
of Raleigh numbers,

Nu = | 0.60 +0.387 Re 1072 < R, <10'2 (2)

1679
[1+ (0.559/Pry! 16}

Experiment uncertainty was provided. (Lienhard 1973) obtained a correlation for laminar
convection from a balance of the buoyant and the viscous forces of an arbitrarily shaped immersed
isothermal body,

Nu =0.52Ra 0.25 (3)

Where the length scale is equal to the distance that a fluid particle travels in the boundary layer
on the body .For the horizontal cylinder,/ =z D/2
Heat transfer in two —dimensional tilted rectangular enclosures with differentially heated surfaces has

been studied for 103 < Ra <10° (Ozoe et al 1975, Sundstrom et al 1996, Canaan et al 1996 Keyhani
et al 1995, Keyhani et al 1996).Similar to the large scale circulating pattern sketched in Fig.2, the
dominant flow is a stable circulating flow that rises along the heating wall, turns and then sinks along
the cold wall. A vertical temperature gradient can develop in the core region of the tilted enclosure

For Ra>10° instabilities in the flow have been found (Hart and J.E. 1971).
Most studies of heat transfer from enclosed bodies, including horizontal tube boundless,
consider cases where the bounding walls drive the convective heat transfer for example,
(Sparrow et al 1983, Warrington et al 1981, Farrington et al 1986, Farrington et al 1986).
Experimental studies of smooth tubes, finned tubes, and coiled tubes immersed in vertical

storage tanks have yielded heat transfer correlations in the form Nu=CRa " (Farrington et al 1986,

Khalillolahi et al 1986).More analogous to the combined ICS/ heat exchanger are studies of transient
natural convection in vertical enclosures with an immersed heat source or sink (Khalillolahi et al
1986).

As a first step toward developing appropriate heat transfer correlations, the heat transfer
coefficient from a single horizontal finned tube in as tilted water-filled enclosure has been measured
in the present work. The temperature field within the enclosure is described using local temperature
measurement .These results provide a base case for a solar water heating system with a heat exchanger
immersed in integral collector storage

APPARATUS
The collector is a rectangular stainless steel enclosure with inside dimensions of 121.9 cm

(width) x94.0 cm (length) x 10.2 cm (depth) tilted at (30° c)with respect to horizontal Fig.3.

The top side of the enclosure is a removable door to which the heat exchanger and
instrumentation are mounted (3mm diameter) for insertion of the thermocouples are located in the
door and along the bottom face. Additional ports are used to fill and drain the enclosure.
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A uniform heat flux boundary condition that simulates solar irradiation during charging is
provided by heater attached to the top face of the enclosure.
As indicated in Fig.3, temperatures in the enclosure were measured along the length (z-axis), width (x-
axis) and depth (y-axis) by using copper-constantan thermocouple.

The immersed heat exchanger, shown in Fig.4, is 100.6 cm long and inner and outer diameters
are respectively (19 mm) and (23mm) also the inner and outer diameter for the fins are respectively
(23 mm) and (25 mm), elbows and two 11 cm long vertical brass tubes .The total length of the heat
exchanger is 128.4 cm.

Water temperatures surrounding the tube were measured with four thermocouple probes placed

at 90 ° increments, 1.1 cm from the outside wall of the tube Fig.5.

A constant temperature flow to the heat exchanger was maintained by the cold water supply,
which includes four electric water heaters to precondition the inlet water and a large water storage
tank. The flow rate was controlled with a gate valve at the outlet of the heat exchanger.

Temperatures, mass flow rate, and power input to the resistance heaters are recorded every 10
minute.

EXPERIMENTAL APPARATUS AND PROCEDURE

Thirteen transient experiments, described in table 1,were conducted over a range of tube flow rates
and levels of simulated insulation .Charge ,discharge and combined charge /discharge modes with
isothermal and stratified initial conditions were investigated .The experiments were begun with the
insulated enclosure filled with hot quiescent water(~ 65 ¢).During the discharge experiments (Nos.1

to 5) water at constant inlet temperature of (25° c)flowed through the tube .Flow rates of
0.015,0.030 and 0.050 kg/s were studied .The experiments were continued until water in the

enclosure cooled to about (30° c).The combined charge/discharge experiments (Nos.6 to 12) were

conducted in the same manner except a uniform heat flux was applied to the top face of the enclosure
.These experiments were terminated after 10 hours. The charging experiment (No0.13) was conducted
without flow through the tube .It was terminated when fluid at the top of the enclosure

reached (90° c).

DATA ANALYSIS

The data analysis was carried out assuming that the natural convection process is quasi-steady.
At each time step, the overall heat transfer rate of the heat exchanger tube was determined from
measured values of mass flow rate and temperature rise.
Q' =mc,(T,.-T,) (4

out

Water properties were evaluated at the average of the inlet and outlet bulk temperatures.
The overall natural convection film coefficient was determined from

o3
= 5
A AT ©)
Where
AT =T -T, (6)

The value of T,, used in eq. (6) is the average of the wall temperatures at top and bottom of the
tube at the mid —point of its length in the flow direction (thermocouple Nos.26 and 27 in Fig.5) T was
calculated from thermocouples are (T22, T2z, T24 and Tos), the Nusselt and Rayliegh numbers at each
time step are determined as

hD
-2, ™

Nu
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Fluid properties are calculated at the film temperature equal to the average of Ty, and T_.The

n

Nusselt numbers and the Rayleigh numbers are correlated in the form of Nu=CRa " using statistical

software package .Although there are a number of possible choices for the characteristic length, the
data for the single finned tube are found to be well correlated using outer tube average diameter.

RESULTS AND DISCUSION

Measurement of temperature distribution in the enclosure is presented first. The formation of an
appropriate temperature difference that drives free convection is discussed Correlations for the overall
heat transfer coefficient in terms of the Nusselt and Rayleigh numbers are then developed .They
compared to existing correlations for a single tube in an enclosure to determine the effect of the
enclosure for the fin of the tube.

TEMPERATURE DISTRIBUTIONS WITHIN THE ENCLOSURE

Discharge of an initially isothermal enclosure —Results from experiment No.1 to No.3
establish the time —dependence of temperature for an initially isothermal enclosure .Data for
experiment No.1 are presented in Fig.6 to Fig.8. Fig.6 includes data obtained from all thermocouples
in the enclosure as a function of time ;for the duration of the experiment , temperatures are spatially
uniform except near the tube and the lower wall of the enclosure The maximum difference in
water temperature within the enclosure is less than 3° ¢ .Most measurement are within 1° c.

A closer look at the temperatures near the tube for one 30 minute period beginning at t=2 hours
is shown in Fig.7 .The data indicate the existence of slightly hot zone above the tube and a cold plume
sinking from the tube .After two hours, the water 1.1 cm on either side of the tube (thermocouples
Nos.23 and 25)is 1.5° ¢ cooler than that of the region above the tube (thermocouples Nos.21 and 22)
and 2.4° ¢ warmer than the water just below the tube (thermocouples Nos.24 ) .Addititionally ,the
temperatures at the sides of the tube are on average 2° cabove those measured in the middle and
bottom portions of the enclosure .The fluid temperatures at the top ,sides and bottom of the tube retain
their relative values over the entire 11.5 hours of experiment No.2.

Readings of the seven thermocouples (Nos.11to7) along the horizontal line in the mid y-z plane
(x=0)are plotted in Fig.8 for the same 30minute period as that of fig .6.The water along the bottom
surface of the enclosure is slightly colder than the bulk of the fluid in the enclosure .The maximum
temperature difference between the reading of the thermocouple located closest to the bottom (No.17)
and the average of the other six thermocouples (Nos.11 to 16)is less than 2° ¢ ,and the average
difference was 1" ¢ .Based on this difference ,we infer that cold water sinking from the tube flows
along the bottom of the enclosure .

Charge with no heat transfer —Heating during charging results in high degree of thermal
stratification in the absence of heat transfer to the tube .The effect of applied heat flux is demonstrated
in experiment No.13,in which the initially isothermal enclosure become thermally stratified when
920W/m? was applied to the top face of the enclosure .Water temperatures along the mid y-z plane (x
=0)are plotted in Fig.9 for the seven -hour experiment .After seven hours, a temperatures difference of
47" ¢ existed between positions

z = 4.4 cm (thermocouples No.21) and z =87.6 cm (thermocouple No.7).

Discharge of initially stratified enclosure- In experiments Nos.4 and 5,effect of the initial thermal
stratification on the temperature distributions in the enclosure was investigated .The level of
stratification is characterized by a factor suggested by (Wu et al 1987) equal to the mass weighted
mean square temperature divided by the total mass of fluid in the volume considered:
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Zmi(Ti _Tavg)z
ST = Zmi

9)

Fig.10 shows the temperature measured during experiment No.4 with the nine thermocouples
located in the mid y-z plane in the enclosure (x =0).At the beginning of this experiment, the top one-

third of the enclosure was filled with 65° cwater and the bottom one-third was filled with 29" ¢
water. During the filling process ,the enclosure developed a stratified zone in the vicinity of the tube
The initial ST is 31.1 K? based on the topmost one-sixth of the enclosed water volume(0 cm <z <15.2
cm).As the experiment proceeded ,temperature measurement indicate that a relatively cool flow sinks
from the tube and flows down the rear surface of the enclosure .After one hour of operation, this wall
plume cools the upper region and middle region the enclosure between z =0 m and z ~ 0.7 m .1t
plunges to the relatively cold lower region between ~ 0.7 m and ~ 0.9 m and heats the water in the
region .Early in the discharge process, the circulating flow is constrained to lie above the colder fluid
near the bottom of enclosure .As the discharge process continues, the region that is colder than the
plume becomes an increasingly smaller fraction of the enclosure volume.

In experiment No.5,the top half of the enclosure was filled with 65 ¢ water and the bottom one-
fourth was filled with 49 cwater .After the filling process, the fluid in the region near the tube was
nearly isothermal ;the initial St equals 2.7 K% Water temperatures are plotted in Fig.11 as a function of
time .Similar to experiment No.4,for which the initial ST is much greater, the wall plume cools the
upper region of the enclosure (0 m to~ 0.6 m from the top )and heats the middle region (~ 0.6 m to~
0.7 m from the top ). Compared with experiment No.4 ,the region cooled by the wall plume is larger
and the not heated any region because of the relatively hot water in the middle and bottom portions of
the enclosure .The momentum of the wall plume is most likely less due to the smaller temperature
difference between the plume and the surrounding water. The circulating flow formed by the wall
plume rapidly grows with time and moves toward the bottom of the enclosure .After an hour of
operation ,the enclosure is isothermal from z ~0.15 to z ~0.8.0Once the enclosure becomes isothermal
it remains so except for a small warmer zone above the tube .

Combined charge/discharge of an initially isothermal enclosure —In the combined charge
discharge experiments, the level of stratification in the enclosure is determined by the strength of the
cold sinking plume relative to that of a warm buoyant wall flow on the front face .In the region near
the tube ,the applied heat flux promotes stratification .The degree of stratification near the tube higher
than that in the previously described discharge experiments with an initially isothermal enclosure .

For experiment No.9 for which the applied heat flux was 960 W/m? the center portion of the
enclosure , (0.2 m <z <0.8 m)is nearly isothermal .On the other hand ,water near the tube is stratified
at the beginning of the experiment and remains so for the duration of the experiment. Fig.12 shows
the water temperature near the tube for 30 minutes after two hours of operation. The temperature of

water at the sides of the tube(thermocouples Nos.23 and 25) is 5.3° clower than that of the region
above the tube (thermocouples N0.22 to 21) and 4.7° ¢ higher than that of the sinking cold plume

(thermocouples No.24) .1t is 1 ° ¢ higher than the temperature measured by the (thermocouples No.20)
.Thus, as opposed to the isothermal discharge experiments, in this case, the temperature measured by
the (thermocouples No0.20) does not correctly represent the oncoming temperature that characterizes
natural convection .

Combined charge/discharge with an initially stratified enclosure-Temperatures measured in the
combined charge /discharge experiment with initial thermal stratification (experiment No.12 with an
initial ST=14.1K?)are plotted in Fig.13.The temperature distributions along the length of the enclosure
indicate that the cold plume sinking from the tube descends into the enclosure until it is neutrally
buoyant. Because the plume cannot fully penetrate the lower cold region of the enclosure, the
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circulating flow gradually extends to the bottom of the enclosure as energy is removed .In the
isothermal region ,the effect of the cold plume on the overall structure of the flow tends to dominate
that of heat input on the front face ,as can be seen by the nearly constant temperatures over the middle
portion of the enclosure for 0.5< t<10 hr .In the portion of the enclosure below the isothermal region
,the enclosure remains stratified ,and the temperature increases due to the addition of heat at the front
face .At the top of enclosure ,near and above the tube ,effects of heat input dominate the flow and
temperature fields.

HEAT TRANSFER CORRELATIONS

Using the statistical software we get the correlation between the Nusselat number and Rayleigh

Number in form Nu = 0.716Ra 9247 ,For 2 «10° <Ra <2x10’ (10)

As shown in Fig.14 .Compare the present work with (Liu et al 2001) then we find the carve of
present work is lower than curve of (Liu et al 2001) with the value [27%] respectively, as shown in
Fig.15.

CONCLUSION

Measurements of water in the enclosure permit interpretation of the flow field. As energy is
transferred to the tube under any level of initial stratification, a cold plume sinks from the tube and
flows to the rear surface of the enclosure 0This plume promotes a circulating flow that promotes
overall mixing in the mid — section of the enclosure. If there is either heat input on the front face or
significant initial stratification near the immersed tube, stratification will persist during the discharge
process.

Measurements of water temperatures near the tube and the tube wall temperature permit
calculation of a Rayleigh number during the cooling process. For2x10° <Ra<2x10’ , dimensionless

heat transfer coefficients are correlated by Nu=0.716Ra 0'247.Rayleigh number is based on the
temperature difference between the water temperatures near the tube and the temperature of the tube
wall.

Nomenclature
A out heat transfer area of tube,m?
Cp specific heat of water, J/kg.°c

C Empirical constant used in Nu = CRa"

D Tube average diameter ,m

h Natural convection heat transfer coefficient, W/m?.°c
i Enclosure node at constant temperature, used in ST
k Thermal conductivity of fluid,W/m.°c

! Length scale used in Ra

m Mass flow rate in tube ,kg/s

n

Empirical exponent in Nu = CRa"

Nu Nusselt number,hD/k

Pr Prandtl number, v/ a

Q Total energy transferred through the tube bundle ,\W
Ra Rayliegh number ,g  D*(Tw-T.)/ (v o)

Re Tube Reynolds number

R? Coefficient of determination

ST Stratification factor ,eq.(9),K?

t Time ,s

Tavg Average or stirred temperature of the enclosure , °c
Ti Water temperature at node | , °c

Tin Water temperature at the inlet of exchanger, °c
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Tnc Refer to temperature difference that drives natural convection,
°c

Tout Water temperature at the outlet of exchanger, °c

Tw Temperature of outer tube wall, °c

Te Storage water temperature that drives natural convection, °c

X,Y,Z Cartesian coordinates

Greek symbols
Thermal diffusivity,m?/s

o
B Coefficient of volumetric thermal expansion,
A Refers to temperature difference , °c™
0 Inclination angle of the enclosure, degrees relative to
horizontal

\Y Kinematic viscosity,m?/s
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Table 1.Experimental operating conditions

Run | Operating Mode Initial ICS Nominal Re Tin Heat Ra Nu At
No. Temperature m- Flux h
. . (W/md) (hr)
(c (kg/s) c
1 Discharge 62 0.015 1133~1306 | 25 0 2x10°~9.75x10° 15 ~ 33 115
2 Discharge 70 0.03 2267~2584 | 25 0 4,9x10°~1.9x10’ 17.6~42.7 | 10.8
3 Discharge 75 0.05 3779~4214 | 25 0 4.1x10°~2x107 176~ 46 | 10.0
4 Discharge Stratified Top
at 65 0.05 3774~3952 | 25 0 3.4x10°~9.7x10° 16.7~395 | 4.3
Bottom at 29
5 Discharge Stratified Top
at 65 0.05 3774~4076 | 25 0 4.5x10°~8x10° 17.6 ~ 40 9.0
Bottom at 48
6 Charge/Discharge 64 0.03 2420~2581 | 25 260 4.5x10°~8x10° 25 ~38.6 | 10.0
7 Charge/Discharge 67 0.03 2420~2581 | 25 480 1.9x10°~1.15x10’ 27.7~419 | 10.0
8 Charge/Discharge 75 0.03 2445~2687 | 25 700 2.12x10'~1.23x10" [ 31 ~ 42 | 10.0
9 Charge/Discharge 62 0.03 2445~2609 | 25 960 3.38x10°~1.2x10’ 335 ~ 41 | 10.0
10 | Charge/Discharge 68 0.15 1276~1370 | 25 920 4.16x10°~9.37x10" |30 ~ 38 | 10.0
11 | Charge/Discharge 61 0.05 3912~4119 | 25 920 4.8x10°~1.3x10° 32 ~37 |100
12 Charge/Discharge | Stratified Top 25
at 81 0.03 2420~2661 920 4.47x10°~8.19x10" | 345 ~ 49 | 10.0
Bottom at 44
13 Charge 27 0 No flow 25 920 - - 7.0
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W
Pl

City cold water to tube
bundle

Hot water to

Unpressurized bag in glazed

insulated collector
Immersed

tube bundle

Fig (1). Conceptual system for a low cost collector and a load-side heat exchanger
.

Tube with
cold water

Hotter water
in the bag

Fig (2). Buoyancy driven flow inside the inclined solar collector with an immersed heat exchanger
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Fig (3). Enclosure and locations of thermocouples
Note: All dimensionsin (cm)
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Brass tube 11cm

Nuts for connection with
side door

Figure (4). Finned Tube (Heat Exchanger)

Fig (5).The thermocouples around the heat exchanger
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Fig (6). Water temperatures inside the enclosure for experiment No.1
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Fig (8). Water temperatures distribution along the horizontal line in the mid y-z plane over a 30 minute interval in
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Fig (9). Hourly water temperatures distribution in the enclosure during the

charging experiment No.13
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INFLUENCE OF DEFECT IN THE CONCRETE PILES USING
NON-DESTRUCTIVE TESTING

Prof. Dr. Mosa Al-Mosawe Prof. Dr. Yousef Al-Shakarchi Dr. A'amal A-Saidi
Department of Civil Department of Civil Department of Civil
Engineering, College of Engineering, College of Engineering, College of
Engineering, University of Engineering, University of Engineering, University of
Baghdad. Baghdad. Baghdad.
ABSTRACT

This paper presents the results of experimental investigation carried out on concrete model
piles to study the behaviour of defective piles. This was achieved by employing non-destructive tests
using ultrasonic waves. It was found that the reduction in pile stiffness factor is found to be about
(26%) when the defect ratio increased from (5%) to (15%). The modulus of elasticity reduction factor
as well as the dynamic modulus of elasticity reduction factor increase with the defect ratio.
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INTRODUCTION

There is a number of factors, which should be considered in the design of bored piles beyond
the routine computation procedures. A review of these factors reveals serious defects, such as, the loss
of continuity along the pile length, and the shaft may contain cracks, voids, inclusion, etc. These
defects may not affect the pile performance in the short term. However, the long-term behavior may
be important, particularly when a pile is subjected to bending stresses (Al-Mosawe and Al-Obaydi,
2002).
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Pile defects can be divided broadly into two categories (Poulos, 1997):
- Geotechnical defects, which arise from either a misassessment of the in-situ conditions during

design or else from construction-related problems.
- Structural defects, which are generally related to construction and which result in the size,

strength and/or stiffness of the pile being less than assumed in design, see Figure (1).

Trapped
bentonite
/) P N
— et e ———————
(i) Localized weaker (ii) Trapped Benton (iii) Soil Depris at base
area around some along pile shaft of pile

of the piles

(@)

Damaged
zone

Necked , Weaker ! Cracked
> area 2’5 concrete zone

W

(i) Necking of the shaft (ii) Low-strength (iiiy Cracked zone  (iv) Head damgge due
portion in shaft due to thermal to excessive

effects driving
(b)

Fig (1) Examples of (a) Typical Geotechnical Defects; (b) Typical Structural Defects (after
Poulos, 1997).

In many cases in the past, it was assumed that the defective pile would not carry any load
and an additional pile or piles have been installed within the group to compensate for the defective
pile. Such a procedure is both costly and time-consuming, and it is therefore of some interest to
examine whether the defective pile can still function satisfactorily. Therefore, a quick non-destructive
method of testing the pile is devised where defects in concrete along the length of the pile could be
estimated to a fair degree of accuracy.
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EFFECT OF DEFECTIVE PILE

The presence of defects leads to a reduction in pile axial stiffness; at higher load levels, this
reduction can be severe and gives the appearance of a reduction in axial load capacity. If failure of the
pile occurs because of structural defect, there is a sudden and dramatic increase in settlement. With
geotechnical defects, the apparent loss of load capacity is characterized by a more gradual increase in
settlement with increasing load. The ability of the group to redistribute the pile loads from defective
pile to intact piles results in a less severe reduction in axial stiffness than the case of a single defective
pile. However, the presence of defective piles will generally lead to the development of lateral
deflection and rotation of the group, and induces additional bending moments in the piles, even under
purely axial applied loading (Poulos, 1997).

CONCRETE MIX DESIGN
The ACI 211.1-91 method is used for concrete mixes to obtain the required compressive

strength. The required compressive strength is 30 N/mm?. Mixing proportions were (1:1.85:1.7), and
water - cement ratio (w/c ratio by weight) is 0.5. The water used for mixes was the normal potable

water supplied by the municipality, which was used also for curing concrete samples.

Samples Moulds
Two types of moulds were used for sampling:

- The first type was steel cube moulds (150 mm x 150 mm x 150 mm). These cubic samples were

used to find the compressive strength of concrete.

- The second type was a plastic cylindrical mould of a diameter (55 mm), with variable lengths
(200 mm, 200 mm, 300 mm, 400 mm, and 500 mm). These samples were used for ultrasonic pulse

velocity tests, and model pile tests.

Ultrasonic Pulse Velocity Test

Ultrasonic pulse velocity test is one of the non-destructive methods to find some of the
physical properties of the concrete; the compressive strength, and the dynamic modulus of elasticity of
concrete. Non-destructive tests reflect the actual properties of concrete, while the destructive tests
(cylinder or cube compression test) carried out on a standard prepared and cured samples, seem to be
too far from the actual conditions.

Many researchers tried to suggest a general limit for the ultrasonic wave velocity. One of
them was Jones and Gatifield (1963) who suggested limits for the ultrasonic wave velocity in
concrete, as given in Table (1):
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Table (1) Velocity a longitudinal ultrasonic pulse for different concrete types (Jones and
Gatifield, 1963).

Concrete Type Pulse velocity (km/sec.)

Very Good More than 4.58

Good 3.66 —4.57

Moderate 3.05-3.66

Poor 2.14 - 3.00

Very Poor Less than 2.14

Concrete Samples Tested:

The dimensions of the cylindrical concrete piles used are listed in Table (2). The ultrasonic
device (Pundit) was used to measure the ultrasonic wave speed through the concrete samples by using
the direct method.

Table (2) Cylindrical Concrete Samples Tested.

Length of Pile (mm) | Type of Pile | Type of Defect | Defect Ratio | Location of Defect

1 100 Sound — - —

2 100 Defected Neck 5% 1/3 length
3 100 Defected Neck 10% 1/3 length
4 100 Defected Neck 15% 1/3 length
5 200 Sound — - -

6 200 Defected Neck 5% 1/3 length
7 200 Defected Neck 10% 1/3 length
8 200 Defected Neck 15% 1/3 length
9 300 Sound — - —

10 300 Defected Neck 5% 1/3 length
11 300 Defected Neck 10% 1/3 length
12 300 Defected Neck 15% 1/3 length
13 300 Defected Neck 5% 1/2 length
14 300 Defected Neck 5% 2/3 length
15 300 Defected External void 5% 1/3 length
16 300 Defected External void 10% 1/3 length
17 300 Defected External void 15% 1/3 length
18 300 Defected External void 5% 1/2 length
19 300 Defected External void 5% 2/3 length
20 300 Defected Internal void 5% 1/3 length
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21 300 Defected Internal void 5% 1/2 length

22 300 Defected Internal void 5% 1/3 length
Void 0

23 300 Defected (Internal Void) 1% 1/3 length
Void 0

24 300 Defected (Internal Void) 1% 1/2 length
Void 0

25 300 Defected (Internal Void) 1% 2/3 length

26 400 Sound — - —

27 400 Defected Neck 5% 1/3 length

28 400 Defected Neck 10% 1/3 length

29 400 Defected Neck 15% 1/3 length

30 500 Sound — - -

31 500 Defected Neck 5% 1/3 length

32 500 Defected Neck 10% 1/3 length

33 500 Defected Neck 15% 1/3 length

Note:
- Pile diameter (55 mm).
- Defect ratio, is the defect volume compared to the total volume of the pile.

The tests have been performed according to the British standard (BS 1881-Part 203-1086),
and to the American standard (ASTMC597-83-1991).

The ultrasonic test was executed as described above, where the longitudinal wave velocity
was measured by the direct method, and the type of concrete is determined from (Table (1)). The
concrete strength was determined using the following formula (Raouf et al., 1986):

Fou = 20087 et (1)

where:
feu = Concrete compressive strength (MPa).
V = Wave velocity measured by direct method (km/sec.).

The relation between dynamic modulus of elasticity and the compressive strength of

concrete is descried in (CP110: 1972) by the following equation:
Ep =22+ 2.8 fF s (2

where:

Ep = Dynamic modulus of elasticity for concrete (GPa).

YACA




M. Al-Mosawe Influence of Defect in the Concrete Piles
Y. Al-Shakarchi using Non-Destructive Testing
A.l A-Saidi

The expression for the static modulus of elasticity of concrete, E, as mentioned in (BS 8110)

B = 1.25 ED = 19 ittt (3)
where:

E. = Static modulus of elasticity for concrete (GPa).
Results and Discussion

The results of ultrasonic pulse velocity test are shown in Table (3).
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Table (3) The Results of Ultrasonic Pulse Velocity Test.

Volume 13 September2006 Journal of Engineering

Type of pile

Sound

Location
of Defect

Pulse
Velocity
(km/sec)

Concrete type
(see Table (1)

Good

Defected

Neck

1/3 length

Moderate

Defected

Neck

1/3 length

Poor

Defected

Neck

1/3 length

Very poor

Sound

Good

Defected

Neck

1/3 length

Moderate

Defected

Neck

1/3 length

Poor

Defected

Neck

1/3 length

Very poor

1
2
3
4
5
6
7
8
9

Sound

Good

Defected

Neck

1/3 length

Moderate

Defected

Neck

1/3 length

Poor

Defected

Neck

1/3 length

Very poor

Defected

Neck

1/2 length

Moderate

Defected

Neck

2/3 length

Moderate

Defected

External VVoid

1/3 length

Moderate

Defected

External VVoid

1/3 length

Poor

Defected

External VVoid

1/3 length

YAY
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18

300

Defected

External VVoid

5%

1/2 length

3.61

Moderate

18.23

33.96

23.44

19

300

Defected

External Void

5%

2/3 length

3.53

Moderate

17.4

33.68

23.10

Table (3): Continue.

Type of pile

Defected

Type of
Defect

Internal VVoid

Location
of Defect

1/3 length

Pulse
Velocity
(km/sec)

Concrete type
(see Table (1)

Moderate

Defected

Internal VVoid

1/2 length

Moderate

Defected

Internal VVoid

2/3 length

Moderate

Defected

Internal
Defect (Gap
in Concrete)

1/3 length

Good

Defected

Internal
Defect (Gap
in Concrete)

1/2 length

Defected

Internal
Defect (Gap
in Concrete)

2/3 length

Good

Sound

Good

Defected

Neck

1/3 length

Moderate

Defected

Neck

1/3 length

Poor

Defected

Neck

1/3 length
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30 500 Sound - - - 4.14 Good 25.25 36.07 26.09
31 500 Defected Neck 5% | 1/3 length 3.60 Moderate 18.12 33.92 23.40
| 32 | 500 | Defected Neck 10% | 1/3length | 243 Poor 890 | 3035 1894 |
l33 500 Defected eck 15% | 1/3 length 2.04 Very Poor 6.99 29.40 17.75 l
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Whenever there is a defect, the pulse velocity decreases, and this means that the mechanical
properties has been affected and transformed to lower strength and lower modulus of elasticity.

The wave velocity for the defect piles was found proportional to defect ratio, and this relation
is not affected by the defect type, Table (3).

The results of ultrasonic tests are shown in Figures (2) to (5). In Figure (2), the relation
between the modulus of elasticity reduction factor, r. (where r = (1 — Ecg/Ecs)x100, in which Egq is
the modulus of elasticity for defected pile and Es is the modulus of elasticity for sound pile) or the
dynamic modulus of elasticity reduction factor, rq (rq4 = (1 — Eqa/Egs)x100, where Eqq is the dynamic
modulus of elasticity for defected pile and Egs is the dynamic modulus of elasticity for sound pile)

and the defect ratio (the defect volume compared to the total volume of the pile).

40
e
30
= A
= =
10 BT
e f : ‘
i —"
e = .

0 2 4 6 8 10 12 14 16
Defect Ratio

Fig. (2) The Relation Between Defect Ratio and Reduction Factor in Static or Dynamic
Modulus of Elasticity of Concrete.

It can be noticed that the reduction factors, r. increases to about (45%) while the factor rq
increases to about (20%) when the defect ratio is (15%).

The presence of voids in defected concrete mass causes a reduction in the pulse velocity, V,
of the ultrasonic waves. This is seen in Figure (3) in which the pulse velocity decreases with

increase of defect ratio.
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J

Pulse Velocity v (km/sec.)
w
o

=
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o

2 4 6 8 10 12 14 16
Defect Ratio
Fig (3) The Relation Between Defect Ratio and Pulse Velocity.

The pulse velocity decreases to about (50%) when the defect ratio increase from (5%) to
(15%)

Figure (4) shows the relation between the concrete compressive strength reduction factor,
(r) (where r = (1 — feua/feus)x100, in which fuq is the concrete compressive strength for defective pile
and fes is the concrete compressive strength for sound pile) and the defect ratio. It can be noticed
that the factor r increase with the increase of defect ratio. The increase in r is found to be about
(45%) when the defect ratio increases from (5%) to (15%).
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Fig (4) The Relation Between Defect Ratio and Concrete Compressive Reduction Factor (r).
Fig (5) shows a relationship between the defect ratio and pile stiffness reduction factor, Rys

(where Rys = (stiffness for defected pile / stiffness) for sound pile)x100). The stiffness factor
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decreases with the increase in defect ratio. The reduction in the factor Rys is found to be about
(26%) when the defect ratio increase from (5%) to (15%).
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Fig (5) The Relation Between Defect Ratio and Pile Stiffness
Reduction Factor (Rys).

CONCLUSIONS

The results of this research indicated that when the defect ratio increases from 5 to 15,
then:

a-  The pulse velocity decreases to about (50%).
b-  The reduction factor r increases to about (45%), while the factor rq increases to about (20%).
c-  The reduction in pile stiffness factor is found to be about (26%).

d- The decrease in concrete strength is found to be about (45%).
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SACRIFICIAL ANODE CATHODIC PROTECTION OF LOW
CARBON STEEL IN SEA WATER

Dr. Aprael S. Yaro Dr. Khalid W. Hameed
University of Baghdad / College of Engineering

ABSTRACT

Cathodic protection is a corrosion-prevention technique which uses the electrochemical
properties of metals to insure that the structure to be protected becomes the cathode of an
electrolytic cell.

Laboratory evaluation was conducted on zinc electrode as anode material that used for sacrificial
anode cathodic protection (SACP)of carbon steel.

Rate of zinc consumption during cathodic protection of carbon steel pipeline carrying seawater
(4 % w/v NaCl solution) were measured by the loss in weight technique. Variables studied were
seawater temperature (0-45° C), flow rate (5-900 lit/h), pH (2-12) and duration time (1-4 h). It was
found that the rate of zinc consumption increases with increasing seawater temperature, flow rate
and duration time and decreases with pH increase. Under the mentioned operating conditions, the
rate of zinc consumption during cathodic protection of steel ranged from 5.65x10 to 98.9x10°
g/lcm?®.day.

For the system under investigation, the cell responsible for cathodic protection is Zn/NaCl/Fe.

INTRODUCTION

Corrosion is an electrochemical process in which a current leaves a structure at the anode site,
passes through an electrolyte and reenters the structure at the cathode site. Current flows because of
a potential difference between the anode and cathode that is the anode potential is more negative
than the cathode potential, and the difference is the driving force for the corrosion current. The total
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system-anode, cathode, electrolyte and metallic connection between anode and cathode is termed a
corrosion cell (Shrier(1), 1976 and Halford, 1985).

Corrosion control is a process in which humans are very much in control of materials and
environments can regulate the rate of corrosion, keeping it within acceptable or at least predictable
limits for life of the structure (Trethewey and Chamberlain, 1996).

There are many methods for corrosion control as illustrated some of them (Bosich, 1970 and
Schweitzer, 1987),( cathodic protection, anodic protection ,protective coating such as paint
,corrosion-resistant metals and alloys ,addition of inhibitors , very pure metals, ....etc).

The selecting method depends on many factors such as cost,efficiency, availability, contamination
of environment with corroding metal, ...etc.

Cathodic protection is unique amongst all the methods of corrosion control in that if required it is
able to stop corrosion completely, but it remains within the choice of the operator to accept a lesser,
but quantifiable, level of protection. Manifestly, it is an important and versatile technique. In
principle, cathodic protection can be applied to all the so-called engineering metals.

In practice, it is most commonly used to protect ferrous materials and predominantly carbon steel. It
is possible to apply cathodic protection in most aqueous corrosive environments, although its use is
largely restricted to natural near-neutral environments (soils, sands and waters, each with air
access). Thus, although the general principles outlined here apply to virtually all metals in aqueous
environments, it is appropriate that the emphasis, and the illustrations, relate to steel in aerated
natural environments (Shrier, (2), 1994 and Almardy, 1999).

Cathodic protection involves the application of a direct current (DC) from an anode through the
electrolyte to the surface to be protected. This is often through of as "overcoming™ the corrosion
currents that exist on the structure. There is no flow of electrical currents (electrons) through the
electrolyte but flow of ionic current. Cathodic protection eliminates the potential differences
between the anodes and cathodes on the corroding surface. A potential difference is then created
between the cathodic protection anode and the structure such that the cathodic protection anode is
of a more negative potential than any point on the structure surface. Thus, the structure becomes the
cathode of a new corrosion cell. The cathodic protection anode is allowed to corrode; the structure,
being the cathode, does not corrode (Brown and Root, 2003 and Jezmar, 2003).

There are two proved methods of applying cathodic protection: sacrificial anode (galvanic) and
impressed current. Each method depends upon a number of economic and technical considerations
and as certain advantages. For every structure, there is a special cathodic protection system
dependent on the environment of the structure (Scully, 1975).
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Current distribution in cathodic protection system is dependent on several factors, the most
important of which are driving potential, anode and cathode geometry, spacing between anode and
cathode and the conductivity of the aqueous environment which is favorable toward good
distribution of current (Shrier (2), 1994)

Structures commonly protected are the exterior surfaces of pipelines, ships' hulls, jetties, foundation
piling, steel sheet-piling and offshore platforms. Cathodic protection is also used on the interior
surfaces of water-storage tanks and water-circulating systems. However, since an external anode
will seldom spread the protection for a distance of more than two or three pipe-diameters, the
method is not suitable for the protection of small-bore pipework. Cathodic protection has also been
applied to steel embedded in concrete, to copper-based alloys in water systems and exceptionally to
lead-sheathed cables and to aluminum alloys, where cathodic potentials have to be very carefully
controlled (Halford, 1985 and Davies, 2001).

The present work considered the sacrificial anode cathodic protection. The effect of temperature
(0-45° C), flow rate (5-900 lit/n), pH (2-12) and time (1-4 h) on the rate of zinc consumption during
cathodic protection of steel tube exposed to seawater (4 %w/v NaCl in distilled water). The rate of
zinc consumption was determined by the loss in weight technique.

EXPERIMENTAL WORK

The apparatus shown in figure (1) was used to study the variables, temperature (0-45° C),
flow rate (5-900 lit/h), pH (2-12) and time (1-4 h) in the sacrificial anode cathodic protection
system.
The container vessel was filled with seawater (4% (w/v) NaCl), then adjusting the pH and
temperature to the desired values. Before each run, the zinc strip was weighted and fixed at the inlet
of the steel tube by rubber stopper and was electrically connected by an insulated copper wire to the
steel tube outlet as shown in figure (1).The zinc strip is extending along the steel tube to ensure
uniform current and potential distribution along the tube wall.
The seawater was pumped from the vessel by the pump through the rotameter to measure the
desired flow rate, then the seawater inter from the below the steel tube and out from upper the steel
tube to return to the vessel again (i.e. the seawater is circulated between the vessel and steel tube for
desired time).After each run the zinc strip was rinsed in distilled water and brush to remove the
corrosion products, dried with clean tissue then immersed in the benzene and acetone, dried again,
and then re-weighted to determine the weight loss. The steel tube is also rinsed and dried by the
same way above in order to re-use another time. After each run the vessel is emptied from the

solution and washed with distilled water, then filled with a new prepared solution for new run.
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Fig. 1, Schematic diagram of apparatus used in sacrificial anode test system
RESULTS AND DISCUSSION

Time effect

Figures 2,3 and 4 show the rate of zinc consumption (dissolution), as an instead of corrosion
rate of steel, with time at different temperatures, different flow rates and different pH, respectively.
Where the rate of zinc dissolution increases with increasing time and this is normal case. But this
increasing is not equally with time, where the dissolution rate in the first hour is more than second
hour and so on. The reasons of that are attributed to continuous growth of the corrosion products
layer with time, which affects the transport of oxygen to the metal surface and the activity of the
surface and hence the corrosion rate. Also, the cathodic reactions will result an increase in pH with

time either by the removal of hydrogen ions (2H* +2e — H, T) or by the generation of hydroxyl
ions (2H,0+2e > H, T+20H™ and O, +2H,0+4e — 40H") bhoth reasons are reduced the

corrosion rate of steel and hence the dissolution rate of zinc.

Temperature effect

Figures 2, 5 and 6 show the effect of temperature on the rate of zinc dissolution with time
with different flow rates and with different pH’s, respectively. The increase in the rate of zinc
dissolution with increasing seawater temperature (particularly from 15 to 30° C) may be explained
in terms of the following effects:
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1. A temperature increase usually increases the reaction rate which is the corrosion rate
and according to the Freundlich equation (Shrier (2), 1976):

Corrosionrate=k C¢, )

Where K is rate constant of reaction, Co, (concentration of oxygen) and n is order of
reaction. The rate constant (k) varying with temperature according to Arrhenius
equation (Shrier (2), 1976):

k=ke & B

Where k, is constant, E is activation energy, R is universal gas constant and T is

temperature. Then from this formula (k = koef%T) indicates that the k is increased

with increasing temperature and then the corrosion rate which is leads to increasing
the rate of zinc dissolutions.

2. Increasing seawater temperature leads to decreasing seawater viscosity with a
consequent increase in oxygen diffusivity according to stokes-Einstein equation
(Cussler, 1984 and Konsowa and EI-Shazly, 2002):

A_ll_—D = constant 3)

Where u is the seawater viscosity and D is the diffusivity of the dissolved oxygen. As
a result of increasing the diffusivity of dissolved oxygen, the rate of mass transfer of
dissolved oxygen to the cathode surface increases according to the following
equation (Konsowa and El-Shazly, 2002):

D
J =k,C,, :6_C02 4)
d

With a consequence increase in the rate of zinc dissolution. Where ky is mass transfer

coefficient and J is mole flux of oxygen.
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3. The decreases in seawater viscosity with increasing temperature improve the
seawater conductivity with a consequent increase in corrosion current and the rate of
corrosion.

4. On the other hand, increase of temperature reduce the solubility of dissolved oxygen
with a subsequent decrease in the rate of oxygen diffusion to the cathode surface and
the rate of corrosion.

It seems that within the present range of temperature effects 1, 2 and 3 are predominating.

Flow rate effect

Figures 3, 5 and 7 show the effect of solution flow rate on the zinc dissolution with time, with
different temperatures and with different pH’s, respectively. It can be seen from figures 3, 5 and 7
that the dissolution rate of zinc increases with increasing the flow rate. This may be attributed to the
decrease in the thickness of hydrodynamic boundary layer and diffusion layer across which
dissolved oxygen diffuses to the tube wall of steel with consequent increase in the rate of oxygen
diffusion which is given by equation 4. Then the surface film resistance almost vanishes, oxygen
depolarization, the products of corrosion and protective film are continuously swept away and
continuous corrosion occurs. The flow rate of seawater may also caused erosion which combined
with electrochemical attack.

pH effect

Figures 4, 6 and 7 show the effect of pH on dissolution of zinc with time, with different
temperatures and with different flow rates, respectively. It can be seen from these figures that the
rate of zinc dissolution increases with decreasing of pH (particularly at range of pH 5 to 2). Within
the range of about 5 to 12 the corrosion rate of steel and hence dissolution rate of zinc is slightly
dependent of the pH, where it depends almost on how rapidly oxygen to the metal surface.
Although it was expected that at very high of pH value (12), the dissolution rate of zinc is much
reducing because the steel becomes increasingly passive in present of alkalies and dissolved
oxygen, but the nature of electrolyte (seawater) prevent that where chloride ions depassivate iron
even at high pH. Within the acidic region (pH<5) the ferrous oxide film (resulting from corrosion)
is dissolved, the surface pH falls and steel is more direct contact with environment. The increased
rate of reaction (corrosion) is then the sum of both an appreciable rate of hydrogen evolution and
oxygen depolarization.
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Fig. 3, Zinc consumption with time for different flow rate at temperature=30° C and pH=8
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Fig. 4, Zinc consumption with time for different pH's at temperature 30° C and flow rate=600 lit/h
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CONCLUSION

From the results obtained in the present work the following conclusion can be drawn: The
study of sacrificial anode cathodic protection of short steel tube using zinc strip extended axially in
the pipe revealed that under the present range of conditions of temperature, flow rate, pH of seawater
and protection time, the rate of zinc consumption increases with increasing temperature, flow rate and
time and with decreasing of pH. Zinc consumption during first hour is greater than during second
hour and so on. The zinc consumption with very low pH is very high and the cathodic protection

becomes unreliable.
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ABSTRACT

An efficient numerical model had been developed to model the thermal behaviour
of the rolling process. An Eulerian formulation was employed to minimize the number of grid
points required. The model is capable to calculate the temperature distribution, the heat penetration
depth, the convection heat transfer coefficient of cooling, the flow of metal through the roll gap, and
the heat generation by plastic deformation and friction. The roll is assumed to rotate at constant
speed, and the temperature variations are assumed to be cyclically steady state and localized with a
very thin layer near the surface. The Conventional Finite Difference (CFDM) based on cylindrical
coordinates was used to model the roll, and a Generalized Finite Difference Method (GFDM) with
non-orthogonal mesh was employed in the deformed strip region and the roll-strip interface area.
An upwind differencing scheme was selected to overcome the numerical instability resulting from
the high velocity ( high Peclet number ) involved in the rolling process. The equations of the strip
and roll are then coupled together and solved simultaneously. Both cold and hot rolling heat transfer
behaviours, velocity distribution, and heat generation by deformation and friction under typical
rolling conditions were presented to demonstrate the feasibility and capability of the developed
numerical model. It has been found that, while the strip is under deformation, the bulk temperature
inside the strip increases continuously; this is largely controlled by the deformation energy. On the
other hand, the strip surface temperature changes much more drastically and it is mainly controlled
by the friction heat and the roll temperature. The roll acts like a heat sink, because the coolant
heavily cools it. Thus, as soon as the strip hits the roll its surface temperature drops. Since
considerable friction and deformation heat are created along the interface and transferred from the
neighboring sub-layer, the surface temperature picks up rapidly.  Finally, the results of the
temperature distribution for both cold and hot rolling and the heat generation by deformation and
friction obtained from the present study were compared with previous published work to verify the
validity of the numerical solution. Good acceptable agreements were obtained.
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INTRODUCTION

The process of plastically deforming metal by passing it between rolls is known as Rolling,
(Dieter 1986). It can be considered as one of the most important of manufacturing process.
Numerous investigations, numerical, analytical, and experimental have been carried out on rolling.
In hot or cold rolling the main objective is to decrease the thickness of the metal. Ordinarily little
increase in width occurs, so that decreases in thickness will result in an increase in length. As
predicted by (Lahoti and Altan 1975) the energy consumed in plastic deformation is transformed
into heat while a small portion of the energy is used up in deforming the crystal structure in
material. This heat generation coupled with heat transfer within the deforming material and to the
environment gives a temperature distribution in the deformed peace. As mentioned by (Karagiozis
and Lenard 1988), a (+ 1) percent variation of the temperature may cause (10) percent change in
strength, which in turn will cause significant change in roll loads. As well as, the adequate cooling
of roll and the rolled products is of a considerable concern to rolls designers and operators.
Improper or insufficient cooling not only can lead to shorten roll life, due to thermal stresses, but it
can also significantly affect the shape or crown of the roll and result in buckled strips or bunted
edges. Considerable work has been done on modeling of the thermal behavior of rolling process.
(Johnson and Kudo 1960) used upper pound technique to predict the strip temperatures. (Lahoti et
al. 1998) used a two-dimensional finite difference model to investigate the transient strip and a
portion of the roll behavior. (Sheppard and Wright 1980) developed a finite difference technique
to predict the temperature profile during the rolling of the aluminum slab. (Zienkiewicz et al. 1981)
submitted a general formulation for coupled thermal flow of metal for extrusion and rolling by
using finite element method. (Patula 1981) with an Eulerian formulation attained a steady state
solution for a rotating roll subjected to prescribed surface heat input over one portion and
convective cooling over an other portion of the circumference. (Bryant and Heselton 1982) based
on the idea of “rotating line sources of heat” and the strip modeling based on the theory of heat
conduction in a “semi infinite body” they found that the knowledge of heat transfer mechanisms in
hot rolling was essential to the study of many areas of the process. (Bryant and Chiu 1982)
derived  a simple model for the cyclic temperature transient in hot rolling work rolls. (Tseng
1984) investigated both the cold and hot rolling of steel by considering the strip and roll together.
(Tseng et al. 1990) developed an analytical model (Forier integral technique) to determine the
temperature profiles of the roll and strip simultaneously. (Remn 1998) used the Laplace and inverse
transform analytic technique to study the two dimensional unsteady thermal behavior of work rolls
in rolling process. (Chang 1998) used Finite difference formulations in the rolling direction and
analytical solutions were applied normal to this direction, making computational more efficient.
The experimental work done by (Karagiozis and Lenard 1988) shows the dependence of the
temperature distribution during hot rolling of a steel slab on the speed of rolling, reduction ratio and
initial temperature were investigated.

The purpose of the present study is to effectively analyze the thermal behavior of rolling
process for hot and cold rolling by considering the roll and strip simultaneously for two cases of
rolling conditions ( see Table 1 and Fig. 1) by using a suitable numerical methods.
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MATHEMATICAL FORMULATION
The mathematical formulations of the problem will be presented in this article. The
following assumptions were made;

1. The strip and roll are long compared with the strip thickness therefore; axial heat conduction
can be neglected.

2. The steady state conditions are considered for both strip and roll.

3. Since tremendous rolling pressure builds up in the interface then, the surface roughness became
insignificant, and the film is very thin, on the order of micron, therefore, the thermal resistance of
the film can be neglected.

4. The constant friction coefficient was assumed along the interface.

5. No increase in width, so that the vertical compression of the metal is translated into an
elongation in the rolling direction.

Using an Eulerian description, the energy equation of the strip for a planer steady state
problem as shown in (Tseng 1984) is;

LT T [62T5 0°T,
S

+V oy =a 2 + o7 ]+Qd/PsCs )

where (u) and (v) are the velocity component in (x and y) directions respectively which should
satisfy the equation of continuity, (a, p and c) are the thermal diffusivity, density and specific heat
respectively, (qq) is the rate of heat generation by deformation per unit volume and the subscript (s)
refers to the strip properties.

With respect to a fixed Eulerian reference frame, the governing partial differential equation
of the roll temperature (T,) as shown in (Tseng 1990) is;

o, _ o', LT, +i82Tr )
o, 00 or:2 r or  r? pp?

where (r) and (6) are the cylindrical coordinates; (w) is the roll angular velocity; and the subscript
(r) refers to the roll properties.

The concept of the thermal layer has also been applied to a numerical analysis by (Tseng
1984) and in the present study, it has been improved computational accuracy.

According to (Tseng 1984), (5/R) can be found as a function of the Peclet number
(Pe= Rza)/ar). Alternately, following (Patula 1981), showed that (5/R < 4.24/\/ Pe), when

(~/Pe>>0), a condition satisfied in most commercial strip rolling.
Based on a numerical study of (Tseng 1984) the;

5/R=7//Pe (3)
is large enough for the present numerical model.

For rolling situations involving high speeds, the penetration would be significantly less
where (Pe = sz/ a, ). Conversely, for lower rotational speeds, the penetration would be greater.

\VEN



Number 3 Volume 13 September2006 Journal of Engineering

In the present study (second case) and as reported by (Tseng 1990), the mean film
coefficient of the water-cooling spray is about (3.4 W/cm?2.°C) over about 30 degrees of the roll
circumference. The secondary cooling produced by water puddling varies from (0.28 to 0.85
W/cm?.°C) as shown in Fig. 2. The two peak squares represent the entry and exit cooling. Puddling
covers the remaining area.

As well as for the first case, the convection heat transfer for water cooling spray varies from
(0.85 W/cm?.°C to 3.4 W/cm?.°C) along the roll. The heat transfers coefficient as presented in Fig.
(4) varies as half sine curve to simulate both the entry and exit cooling. Then, from Fig.3. the heat
transfer coefficient can be written as;

H(6) = 0.85 + 2.55[3in(0)| 4)

Then, the two cases of water-cooling spray, Figs. 2 and 3 are considered in the present study
to simulate the entry and exit cooling during the rolling.

The flow of metal under the arc of contact is determined by assuming that the volume flow
rate through any vertical section is constant. A metal strip with a thickness (t,) enters the bite at the
entrance plane (XX) with velocity (u,). It passes through the bite and leaves the exit plane (YY)
with a reduction thickness (t; ) and velocity (us ) as shown in Fig. 4.

Since equal volumes of metal must pass at any vertical section, then;

Wt U, =Wtu =Wt ; U (5)

where (W) is the width of strip; (u) is the velocity at any thickness (t) intermediate between (t,) and

(t).

At only one point along the arc of contact between the roll and strip is the surface velocity
of the roll (V;) equal the velocity of the strip. This point is called the neutral point or no-slip point
and indicated in Fig. 4 by point (N).

If large back tension or heavy draught is applied, the neutral point shifts toward the exit
plane and the metal will slip on the roll surface, this (back tension) condition is considered in the
present study.

There are two components of velocity, one of these in (x) direction is denoted by (u) and the
other in (y) direction is denoted by (v). Recall eq. (5), then;

\Ntouo =W fUs =Wtu :\Ntnvr (6)
\_____YF____J

u=-"V, (7)

When the equation of continuity is satisfied, then;

6_u+@—0 8
X oy (8)

Substitute eq. (7) in eq. (8), thus;
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o (t, v
&(Tv,}ray_o 9)

After some arrangement the eq. (9) gives;

t
-V, ﬂdy (10)

dv
t2 " dx

After integration eq. (10) becomes;

t, . dt
v=—V,6 — 11
t2 r de (11)

where (dt/dx) is the slope of the arc of contact at any (x).

In the present study for the second case, the deformation heat is distributed in the strip in
proportion to the local effective strain rate and same as that distributed in (Tseng 1984);

Eeff :\/(gx)2+(8y)2 (12)
Or;
2 2
ou ov
Eeff = - +| — (13)
OX oh
In general, the deformation heat is proportional to both the strain rate and the flow stress,
then;

Qd OC Egff Gs) flow (14)

where (Qqg) is the deformation heat generation (Kw); (&g ) is the strip effective strain rate (1/s)

and (o Jniow ) is the strip flow stress (N/cm?).

The distribution assumed in eq. (14) implies that the flow stress variation is small compared
with very large strain rate as predicted by (Zienkiewicz et al. 1981) and (Tseng 1984), then;

Qq € &eif (15)

Substitute eq. (8) with (y=h) and (7) in eq. (13), then;
o(h
Eorr =2 —| -V 16
eff aX( h rj ( )
After differentiation the eq. (16), then;

dh
- _\/_
Eeff " dx (17)
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where ( hy) is the half thickness of the strip at the neutral point.

In the present study for the second case, the friction heat is distributed along the interface in
proportion to the magnitude of the slip (relative velocity) between the roll and the strip as shown in
Fig. 5, then;

Qr OCVslip (18)

where (Q ) is the heat generation by friction (kW).
It is well known from Fig. 8 that the slip velocity is;
Vr—\/u2+v2‘ (19)

Vslip =

As well as, the heat generated by deformation and friction for the first case study is assumed
to be uniformly distributed in the bite and interface.

The input data of the heat generation by deformation and friction will be obtained from
direct measurement of the power (Table 1) and it is considered in the present study.

As shown by (Tseng 1984), before entering and after exit the strip into and from the roll
bite, the strip loses heat to the coolant by convection, see Fig. 6, then;

oT
—k, —S=H_(T,-T 20
S an m>( S w) ( )

In the present study and in (Dieter 1986 and Tseng 1984), since the strip velocity is high,
the conduction term, (82TS /8X2) becomes small in comparison with the convection term,

(uoTy /ax). Thus the billet temperature should be the initial strip temperature (To).

The boundary condition as shown by (Tseng 1984) at some distance downstream from the
exit contact point may be assumed to be;

oT, /ox =0 (21)

As showed by (Tseng 1984) because of the symmetry, the lower horizontal boundary
having;

oT, /oy =0 (22)
The boundary condition for the roll circumference is;

oT. (R,0)

—k
Yoo

=HO)T, (R,0)-T,} (23)

where (H (8)) is the heat transfer coefficient explained previously.

Since the roll is rotate rapidly, and all temperatures vary within a very thin layer near the
surface, only a thin layer needs to be modeled. The interior boundary condition as shown by (Tseng
1984) becomes;
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aT.(R-5),0)/or=0 (24)

The strip is assumed to be in contact the roll and each moves relative to the other, creating
the friction heat along the interface. Mathematically, as shown by (Tseng 1984) this boundary
condition may be expressed as;

oT oT
k| —=1| +k|—="| —q; =0
s[ on jb + r[ on jb qfr (25)

where (8/ on) represents differentiation along the normal of the boundary (positive outward); see

Fig. 9; and (gr) is the friction heat generated along the interface and the subscript (b) refers to the
boundary. All special derivatives for the points at the interface must be formulated using points
located in their respective sides as follows;

oT
ks( = jb =y +0, (26)

Then, from Fig. 7,

: P O
Po [Ts Po o [T 7)
Loy ), *Lox ),
Substituting eq. (27) in eq. (26), thus;
oT oT oT
k (_5) =k [—Sj cos B, +k (—SJ sin g 28
Lon ), Lox ), oy ), ° (28)

where the angle ( ) specifies the direction as shown in Fig. 7.

Because the two bodies are in intimate contact, temperature equality at the interface is also
assumed;

(Ts )b = (Tr )b (29)

Replacing (0T, /8n)bby the directional derivatives eq. (28) and (0T, /an)bby
(8Tr /8r)b and from Fig. 7, eq. (25) becomes;

oT, oty . K, (0T, j O fr
— 1 cosfB, +|—| sinB, + | —| ——=0
( o jb ﬁo ( oy Jb ﬂo ks or . K (30)

S
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"NUMERICAL SOLUTION

In this article, the task of constructing the numerical method for solving the governing
partial differential eqgs. (1) and (2).

The essence of GFDM is its ability to obtain the needed derivative expression at a given
point as a function of arbitrarily located neighboring points. As reported by (Tseng 1984) for any
sufficiently differentiable function, T(x,y), in a given domain has Taylor series expansion about a
point (Xo,Yo) Up to second order terms can be written as;

2 ( A2 2( A2 2
Tsi:Tso"'mi(%j +N; % +m—i 8-25 +n—i 61;5 +min, ﬂ (31)
X J, ), 2\ ox . 2\ oy . OXoy .

where (Ti=T(X;,Yi), To=T(Xo,Yo), Mi=Xi-Xo)and (ni=Yyi-y,). Five independent equations, similar to eq.
(31), can be obtained by using five arbitrarily located neighboring points (x;,yi), i=1,...,5, as shown
in Fig. 8.

If the first special derivatives (0T /8X...82TS /6X8y) at point (Xo,Yo) can computed in

terms of the functional values at five neighboring points, see Fig. 8. In matrix form, as mentioned in
(Tseng 1984);

m 0, m2/2 n?/2 mpn, || OTs/ox | (Ts —Ts
m, n, mZ/2 nZ/2 m,n,|| Ts/dy T2 = Tso
my ng m2/2 n2/2 myng |{0°T,/0X% p=aTs — Ty (32)
me n, mZ/2 n2/2 mun, || 0T oy? | | Tes —Teo
M5 Ng m52/2 n52/2 MsNs | 62T5/8X6‘y Tss —Tso

Or;
|A; RDTg = {Tsi —Teo } i j=12,...,5 (33)
Inverse of the matrix [A;;] leads to;
{DTg }=1B; ; [T — o} i, j=1,2,....5 (34)
where [B;;] is the inverse of [A;;]. Rearranging eq. (34), then;
DT }=[B; ; KT} i=1,....5,j=0,...,5 (35)
where;
5
B, = —jZ::l Bj (36)

Finally the special derivatives at point (X,,Yo) can be found as reported by (Tseng 1984) as;
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oT 5
(@(Sj = 2By Ty (37a)
o 1=0
5
(ag;j - 3B, T., (37b)
o) j=0
o°T, 3 37
e =_ZB3J- T, (37¢)
o 170
o°T, 3 (37d)
or |~ &R T
.-

Substituting the egs. (36), (37a), (37b), (37c) and (37d) in the strip governing eq. (1), an
algebraic approximation for each internal point was as reported by (Tseng 1984);

B qd/,oscS —Z?zl(uoBlj +VoByj —ag Bgj —ag BM)I'SJ-

(38)
Uy Blo +V, BZo — U (B3O + B40 )

T

SO
For the boundary points, spatial care is required. Substituting eq. (30) with

(T, /or), =((Tyo, —T,)/4r) and (Ar=r, —r;) into eq. (31), from eq. (30) after the final
substitution, eliminate (9T /0x), or (0T, /oY), . If ( B, # Oor = 1), keep (6T /o), and find;

2 2 2
T, :(1+a1ni)l'so+(mi+a2ni)(@) +a3ni+1 8_1;5 mi2+1 8_1;5 n? + oTs min;
OX J, 2{ ox* ), 2\ oy* ), XY )

(39)
where;
a= (40)
koArsin g,
a, =—cotf3, (41)
1 K,
Qg=—-T—"-|—1T, + 42
3 kssin,b’o(dr r erj (42)

As reported by (Tseng 1984), upon providing four arbitrary selecting neighboring points,
Fig. 9, four independent equations similar to eq. (39) can be obtained by following the procedure
similar to that for treating the internal points, then;

[D;;1{DT}=1{fi —Ts ! i, j=1,......,4 (43)
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where;
p, =M * 22N D= M D= M
" 1tan 221+ an;)’ B2+ an;)
Di, :lmini , f _ Tsi —agn
+a.N; 1+ayn;

and {DTs} is column matrixes containing the four derivatives of eq. (39).
Again, inversion of [Djj] leads to;

DT} =[E; Kf;} i=1,....4,j=0..., 4 (44)

where [E;j] is the inverse of [Dj], fo=Ts, and E;, :—Z?:lEij . Thus, the special derivatives at the
boundary points, (Xo,Yo) become;

6Tsj 4
:ZE f. 45a
(ax &t (452)
o°T, 4
=>E,. f. 45b
(axz J 2.E2i (45b)
And;
d%T, 4
=S Ey; f. 45¢
(8y2 ]0 s 3j 7] (45c)

Substituting eq. (45a) in eq. (28) and determining (6Ts/8y)o, then;

oT 4
( Sj =aZZE1jfj+a1fo+a3 (45d)
% J, i—0

Substituting the eqs. (45a), (45b), (45c) and (45d) into strip governing eq. (1), an algebraic
relationship for the boundary point (Xo,yo) was as reported by (Tseng 1984);

_ Z‘j‘:l[as(Ezj + )— (uy +a,V, )Ey ](Tsj —ag, )/(1+ an, )— aV, + 0 4/ 05 Cs
(uo + aZVO)Elo TV, — ;s (EZO + E3O)

T

SO

(46)

Upwind scheme was employed to achieve numerical stability, then;
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Tsi=Ts + m{%)o + n{%]o 47)

Two simultaneous equations were obtained by using two neighboring points (1 and 2). After
rearranging these two equations into matrix form, then;

oT, 2
= F T 48
(ax jo Jgo 1j 'sj (48a)
[aTSJ iF .
= i Tgi (48b)
). & ilsi

Substitute the egs. (60a) and (60b), and those in egs. (49c) and (49d) to the strip governing
eg. (1), the first upwind GFDM equation for each internal point was as reported by (Tseng 1984);

T q d/PsCs _Z?zl(quij +VoFpj — s Byj 0 B4j)Tsj +a52?:3(83j + B4j)Tsj
* Uy Flo +Vo I:20 _aS(B30 + B40)

(49)

For the typical boundary condition described in eq. (30), and using the same notations as in
egs. (39) and (43) for (a; and fj), respectively, point (1) is again to be an upwind point, Fig. 9, then;

Ty = (L+an, Ty, +(m; +a,n; )(%j +agn, + (all terms = 0) (50)
0
Or;
1
(Z—UO = %Gj f (51)
And,
oT L
(El:azgejfj +a, f, +ag (52)

Substitute the egs. (51), (52), (45b) and (45c) into strip governing eqg. (1), an upwind
GFDM relationship for a boundary point (X,,Yo) was as reported by (Tseng 1984);

aSZLl(E?J' =y )fj _(uo +a,V, )G1 f, —azVy +0q/psCs

T
(uo +ayV, )Go +aVo — & (EZO + ESO)

(53)

50~
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The roll governing eq. (2), is approximated by using second order central differencing for
the conduction terms (right side) and first order up wind differencing for the convection terms (left
side).

The temperature profile becomes identical in a plot of normalized temperature,
T, =H,(T, =T,))/q, , against, r" =r/R, which will certainly simplify further parametric study

and high accuracy.
Then, in dimensionless form the roll governing eq. (2) becomes;

aT,; FoR ML aT;
S T+ 12 st =Pe—
o or 00 or o0

(54)

where the superscript (*) refers to the dimensionless quantity.
By using four arbitrary located neighboring points as shown in Fig.10, then the roll
governing eq. (2) becomes;

Tr*4 B ZT:; +Tr*2 + iTr*4 _Tr*z 1 Tr*3 - 2Tr’:) +Trz — Pe Tr’:) _Trz

*2 * * *2

> (55)
Ar ry 24r r (240) A0

Rearranging the above equation, an algebraic approximation for roll internal nodes is;

Trt) = {arlTrz + arZTr*Z + arSTr*S + ar4Tr*4 }/aro (56)
where;
ar = . + i ' arp = s + *1 * 1 arg :#
(2r;a0f 40 (arf 2rar (2r; 26 )
A, = 1 + 1 A, = Pe +2 L + L
" artf 2gat T a0 (reaof (ar'f

RESULTS AND DISCUSSION

This article presents the numerical results of the present work, besides, a verification of the
computational model will also be made.

Fig. 11 show the horizontal component of velocity for the first case study. In the billet
region, the strip has velocity (u) only, i.e., (v=0). Since equal volumes of metal must pass at any
vertical section through the roll gap and the vertical elements remain undistorted (no increase in
width), eq. (13) requires that the exit velocity must be greater than entrance velocity, therefore, the
velocity (u) of the strip must be steadily increased from entrance to exit. the exit product region
having (u) velocity only, i.e., (v=0).

The vertical component of velocity (v) for the first case study and for different lines are
shown in Fig.12. In the billet, the streamlines are horizontal and having horizontal component of
velocity (u) only and (v=0). After entering the bite the streamlines have curved shapes and the
slopes of these curves gradually decrease from entrance to exit. Then the velocity (v) gradually
diminishes from entrance to exit as shown in eqg. (11) and in Figs.12. The horizontal and vertical
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components of the velocity for the second case study are similar to those in the first case but the
different in the elevations

As mentioned by many authors such as (Tseng 1984) and (Lahoti et al. 1978), rolling a
mild steel as shown in Table 1, consume about (90) percent of the total power in the deformation of
the strip and in the friction loss at the interface. Moreover, according to (Zienkiewicz et al. 1981)
and (Tseng 1984) who measured both the plastic work and the temperature rise in a tensile
experiment. It was found that for steels, copper and aluminum, the heat rise represents (86.5, 90.5-
92 and 95) percent, respectively, of the deformation energy which is converted into heat.

In the present study, this (90) percent estimated is used, i.e., that (6.5) percent of (90)
percent of total power is dissipated as friction heat along the interface.

The resulting values of the heat generation by deformation and friction were summarized in
the Table 2 for the first and second case study. In the first case, the heat generation by deformation
and friction are distributed. In the second case, the heat generation by deformation is then
distributed to the strip in proportion to the local effective strain rate as shown in egs. (15) and (17)
and Fig.13. Note that the highest strip deformation (strain rate) occurs near the bite entry and
diminishes monotonically toward the end of the bite as shown in Fig.13. Thus, the highest heat
generation by deformation occurs near the bite entry too and diminishes monotonically toward the
end of the bite as shown in eq. (19) and Fig. 13.

Also, the strip is to be moved relative to the roll creating friction heat along the interface as
recorded in eq. (19), i.e., the friction heat is then distributed in proportion to the (relative velocity
between the strip and roll as recorded in eq. (18) and in Fig.14. The maximum slip occurs at the
first point of contact at the interface because the roll draws the thick strip into the bite. Then, the
slip velocity decreases gradually until sticking at the final point of contact as shown in Fig. 14.

Figs.15 and 16, indicate that the roll temperature variations are limited within a very thin
layer, about (1) percent of the radius, which consistent with the associated boundary condition eq.
(24). The surface temperature rapidly increases at the bite due to great heat generated by the friction
and transferred from the strip. As the roll leaves the bite, the roll surface temperature immediately
decreases due to heat convected to the coolant and heat conducted into the immediate sub surface
layer.

As well as, as shown in Figs. 15 and 16 the different in temperatures between the final and
initial points of contact for the first case study is less than for the second case. This means, using
several small coolant sprays (second case) is more efficient than one large spray (first case).

Figs. 17 and 18 indicate that while the strip is under deformation, the bulk temperatures
inside the strip increase continuously; this is largely controlled by the deformation energy. On the
other hand, the strip surface temperature changes much more drastically and it is mainly controlled
by the friction heat and the roll temperature.

The coolant heavily cools the roll; it acts like a heat sink. Thus, as soon as the strip hits the
roll its surface temperature drops as shown in Figs. 17 and 18. Since considerable friction and
deformation heat are created along the interface and transferred from the neighboring sub layer, the
surface temperature picks up rapidly.

Beyond the bite, Figs.17 and 18, the strip temperature tends to be uniform. In this region,
the heat convected to the air has been assumed to be negligible. For high-speed rolling (rather than
the considered limits), the product temperature behaves parabolically rather than elliptically as
implied by eq. (1). In other words, the boundary conditions that are assumed in the product should
not have a noticeable effect on the bite region.

The interface heat fluxes results for uniform and non-uniform heat generation distributions
are shown in Figs.19 and 20. At the initial contact stage, as anticipated, a very large amount of heat
is transferred to the roll. In fact, the roll surface temperature is about (25 °C and 11.0362 °C) lower
than that of the strip as shown in Figs. 15, 16, 17 and 18.

To satisfy the boundary condition eq. (29), a step change of surface temperatures are
expected to occur at the initial contact point (x=0). The induced heat flux to the roll at (x=0) as
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shown in Figs. 19 and 20, also ensure the above findings that a large amount of heat is transferred
to the roll from strip and the interface friction at the initial contact stage.

It is believed that in the previous studies, the strip initial temperatures were close to that of
the roll. Therefore, the strip is not expected to have a temperature drop at the initial contact stage.
However, it is note worthy that at very high rolling speeds, measuring the local temperature change
in the bite could be a big challenge as mentioned previously in (Tseng 1984).

In hot rolling, the strip is normally rolled at elevated temperatures at which re-crystallization
proceeds faster than work hardening. In addition, the hot strip is generally rolled at thicker gages
and lower speed than that of the cold strip.

The gages specified in the first case are still suitable for hot rolling. Two focuses are
considered. The first focuses on the effect of changing the entering temperature to (900 °C). The
second, changing velocity by slowing the roll speed from (1146.6 to 573.3 cm/s). The other
operating conditions are similar to those discussed for cold rolling.

Fig. 21 depicts the roll temperature distribution for the two hot rolling cases consider
(V,=1146.6 and 573.3 cm/s). A comparison of Fig.21 with Fig.17 indicates that the temperature
profile between the hot and cold rolling is mainly in magnitude but not in shape.

Both the interface heat flux and speed govern the temperature magnitude. As shown in Fig.
22 at speed of (1146.6 cm/s), the heat flux increases about four times for the hot to cold rolling. The
corresponding increase of temperature is also found to be about four times too as shown in Fig. 21.

Fig. 21 shows except in the bite region, the roll temperature is reducing about (15) percent
with the speed slowed to (50) percent, and the different in the bite region is much smaller and the
maximum temperature occurs at the end the arc of contact. For example, the corresponding
decrease of the peak temperature is less than (2) percent. The temperature decrease due to slowing
the speed is mainly due to decrease of the heat flux Fig. 22.

Figs. 21 and 23 also show that near the bite, very large temperature variations are within a
very thin layer. The layer thickness (J), consistent with the previous finding, is dependent on the
speed, or more precisely, the roll Peclet number as shown in eq. (3).

The strip temperatures for the two hot rolling cases are presented in Fig. 24. In the bite
region, the strip temperature, similar to the roll temperatures, is not noticeably affected by changing
the speed within the range consider. In the down stream region (x>X,), the strip center temperature
drops faster in the slower strip. By contrast, the surface temperatures are not sensitive to the speeds
considered. This figure also indicates the temperature drop in the initial contact stage is much large
than its counterpart for the clod strip, as shown in Fig. 24. When the strip entry temperature rises
from (65.6 °C) to (900 °C) from cold to hot rolling, the temperature drop increases approximately
from (25 °C) to (649 °C), reflecting the great increase in the temperature different between the strip
and roll a head of the bite.

The shape of the heat input distribution to the roll (g;) governs the roll and strip
temperatures in the roll gap region. As shown in Figs.18 and 23 with a parabolic distribution of (q;)
of the second case study, the location of the maximum temperature shifts to the interior of the arc of
contact (heating zone). Although, the cumulative energy input is still increasing beyond (®/2), the
flux is decreasing, yet the effect of the type of heat distribution on the temperature distribution
away from the roll gap should be minimal as shown in Figs 21 and 23.

CONCLUDING REMARKS

1. While the heat generation by deformation occurs in the strip or by friction at the strip-roll
interface and the heat removal is at the roll surface, then, both strip and roll should be considered
together and solved simultaneously.

2. The highest heat generation by the deformation and friction occurs at the entrance to the bite
and diminishes gradually toward the end of the bite.

3. The results show that the extremely large temperature drop at the interface and large
temperature variation in both roll and strip are found. Such high temperature variations could
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create very large () thermal stresses within the thin layer and this stresses lead to the roll wear or
roll failure, then proper control of this stresses could significantly extend the roll life.
4. Several small coolant sprays (second case) are more efficient than one large spray (first case).
5. The temperature decreases due to slowing the roll speed. This is mainly due to decrease the
total input power that led to decrease of the heat flux at the interface.
6. The shape of the heat input distribution (uniform or parabolic heat input) to the roll governs the
location of the peak temperature.

Finally, the comparison of the present results with published findings by (Tseng 1984)
shows that the computational scheme used is effective and reliable. However, it is believed that the
greatest uncertainty in analysis will arise not from the numerical scheme, but from the input data,
in particular, the friction energy, the location of the neutral point (or the forward slip), and the heat

transfer coefficient of coolant.

Table 1 : Operational Parameters for the First and Second Case Studies.

Operational Parameters First Case, for Coil 45, | Second Case, for Coil 32,
Tseng 1984. Tseng 1984
Strip Material. Mild Steel. Mild Steel.
Roll Material. Cast Steel. Cast Steel.
Coolant. Water. Water.
Entry Gauge. 0.15 cm. 0.085 cm.
Exit Gauge. 0.114 cm. 0.057 cm.
Roll Speed. 1146.6 cm/s. 1219 cm/s.
Forward Slip. 0 0
Strip Width. 63.5 cm. 81.3 cm.
Roll Diameter. 50.8 cm. 50.8 cm.
Total Input Energy. 3694 kW. 3340 KW.
Strip Entry Temperature. 65.6 °C. 65.6 °C.

Both the roll and the strip have the following thermal properties: -

Thermal conductivity (K, Ks);
Thermal diffusivity (o ,a);

0.4578 W/cm.°C

0.1267 cm?/s

Table 2 : Amounts of the Heat Generation by Deformation and Friction.

Deformation Qg (KW) Q ¢ (kW)
VSt Yio. VA
» YIAS YVY
Y
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Fig. 7: The Components of Interface Heat Flux.
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NOMENCLATURE

Symbol  Description Unit

Bi Biot Number. -

C Specific Heat. KJ/kg.°C
F Tangential Force. N

H Heat Transfer Coefficient. W/m?.°C.
h Half Thickness of Strip. m

k Thermal Conductivity. W/m.°C
P Pressure. N/m?

Pe Peclet Number. -

Q Heat Generation. kKW

q Heat Generation Rate, Heat Friction Rate. kKW/m?® or
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Roll Radius.

Cylindrical Coordinate.
Reynolds Number.

Temperature.

Thickness.

Horizontal and Vertical Velocity.
Velocity.

The Width of the Strip.

Cartesian Coordinate.

Abbreviations

CFDM Conventional Finite Difference Method.
Coef. Coefficient.

Eq. Equation.

Fig. Figure.

GFDM Generalized Finite Difference Method.
Ref. Reference.

Temp. Temperature.

Tran. Transfer.
Greek Symbols

o Thermal Diffusivity.

p Density.

) Roll Angular Velocity.

) Heat Penetration Depth.

(2 Bite Angle.

o Plain Strain Yield Stress.

I Local Strain Rate.

B Angle Specified the Direction.

YV

KW/m?
m

°C
m
m/s
m/s

m/s
kg/m®
rad/s

Degree
N/m?
1/s
Degree
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MATHEMATICAL SIMULATION OF FLOW THROUGH
HOLLOW FIBRE MEMBRANE UNDER CONSTANT
HYDRAULIC CONDUCTIVITY

Riyadh Zuhair Al-Zubaidy
Asst. Prof.
Department of Water Resources Engineering, University of Baghdad

ABSTRACT

Distilled water flow through a virgin hollow fibre membrane, HFM is considered as steady
nonuniform since the fibre’s wall hydraulic conductivity coefficient is kept constant along the fibre
and unchanged during the operation. Under these conditions, two well known laws were used to
mathematically simulate the hydraulic flow through the HFM. These two laws are: the Darcy’s
Law, to simulate the flow thought the fibre wall, and the Hagen-Poiseuille’s Law, to simulate the
laminar flow through the fibre channel.

Laboratory measurements were carried out to provide necessary data for the calibration
and verification of the mathematical model that was developed based on the Darcy’s and
Poiseuille’s laws. A good agreement was obtained between the measured and predicted flowrate
values under the same conditions.

The developed Mathematical model can be used as a tool to investigate the hydraulic
performance of commercial HFM modules. A comparison was made between two commercially
available of HFM modules of the same material but differ in the fibre sizes; it was found that there
is a difference between its performance and the efficiency of the operation energy.
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Hollow fibre membrane, HFM, shows a number of advantages over traditional water
filtration technique which makes it attractive to potable water industry, with the high water quality
produced using the HFM, which meets the stringent potable water regulations, makes the use of
HFM to grow rapidly within the last decade.

Several different commercial HFM modules, used for microfiltration and ultrafiltration
treatment of water, are available in the market. Even if they are made of the same material, they
differ in their capacity, diameter and length of the fibre, number of fibres used, and pot length.

Many theoretical and experimental studies were carried out to evaluate the performance of
the HFM and a number of mathematical models based on different hydraulic relations and
simplification assumptions were developed.

The main objective of this study is to develop and verify a mathematical model to simulate
the flow through the HFM under constant hydraulic conductivity based on the combination of
Darcy’s and Hagen-Poiseuille’s Laws. The developed mathematical model with the solution
procedure applied on computer is a useful tool for engineers to examine the performance of the
HFM.

MATHEMATICAL SIMULATION OF THE FLOW THROUGH HFM

The mathematical simulation of steady flow through the HFM under constant hydraulic
conductivity was developed based on two basic formulas governing the flow through the membrane
wall and the fibre channel as described in the following sections.

Flow through HFM Wall

The flow through the HFM wall is a radial flow, Fig. (1). An expression for the Darcy’s law
for redial flow through the wall of a fibre segment of AS length can be derived from the basic
Darcy’s formula by transforming its cartesian coordinate system into polar coordinate system, that
is:

q = 27rASK TI\/er
In(--)
rl’l
1)
Where

q = volumetric flowrate, L*/T,

K= hydraulic conductivity of the porous media, L/T,
TMP = transmembrane pressure head, L,

K= hydraulic conductivity of the porous media, L/T,
r= fibre outer radius, L, and

r,= fibre inner radius, L.

The hydraulic conductivity, K, is a measure of the ability of water to flow through a porous

medium. It depends on the fluid properties and the porous medium properties through the intrinsic
permeability.
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Fig. (1). Schematic diagrams of longitudinal cross sections along a HFM.

The Head Losses through HFM Channel

The head loss along the HFM channel segment can be estimated based on Poiseulle’s Law
for laminar flow. Poiseulle’s Law in term of pressure head along a HFM channel segment of AS
length may be written as:

8quAS

h = :
P9z,

()

In which:

h;=head loss, L,

g = gravitational acceleration, L/T?,

L = circular channel segment length, L,
1= water viscosity, M/ (L.T), and

p = water density, M/LS.

APPLICATION OF DARCY’S AND POISEULLE’S LAWS TO THE FLOW OF HFM

Fig. (2) shows a schematic diagram of a single HFM in an actual fibre module. The pot
length, Lyot, is required to seal the fibres by using a special sealant of molding thermoplastic
material so that all the flowrate of the module will be thought the fibre channels outlets only.

The fibre has two outlets at both ends that mean that flow of the fibre membrane module is
symmetrical. Therefore, the flowrate calculations will be carried out on one half of the fibre and is
doubled for actual fibre flowrate.

L I—pot L L P I—pot N
DN e
| l¢<—>|¢¢¢//¢¢¢¢$#//¢¢¢¢¢ |
Segmentnumber= 1 2 3 4 7  n n 4
<+«— Out flow i Out flow ——

Line of symmetry
Fig.(2). A schematic diagram of a HFM in an actual module.

By dividing the fibre membrane length under consideration into n equal segments of a
length equal to AS, then Eq. (1) is used to calculate the flowrate through segment as:
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TMB, (3)

g, = 2rASK -
In(. )
rn

By assuming the fibre segments, AS, is short enough so that variation of transmembrane
pressure, TMP, between the two ends of each segment is considered small and is neglected. The
TMP throughout 1% segment may be written as:

TMPR, =h,, —hl_,, (4)

In which:
hap = applied pressure head, L, and
hlye= head loss through the pot length, L.

The head loss throughout the fibre channel along the pot length may be calculated by
applying Poiseulle’s Law, EQ. (2), that is:

hi :8(q1+q2 e TTTT +q,) el 5)

pot

Where Ly is the pot length, L.
Now, The expression for flowrate through 1% segment, Eq. (3), may be written as:

80+, +-oonv +qn)/u|—p0t

27ASK (h,, - p )
zr,
q, = 5 ®)
In(-—)
rﬂ

Rearranging and rewriting
(C,+Dag, +C,(0, +q5 +....... +0,)-C,=0 (7)
In which

h,
C, =27xASK ; (8)

In(--)
rn

and

C, <16ASKL,, —
4 I
pgrn In(r)

(9)
In general, Eq. (7) may be written as:
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(C, +Dgq, +CzZQi -C, =0 (10)

i=2

In which i is the segment number.
A similar expression can be obtained for the 2" segment. The TMP along the segment can
be written as:

TMR =h, —hl_ —hl, (12)

In which hl; is the head loss along the 1% segment, which may be obtained by using Poiseulle’s
Law, Eq. (2), that is:

_ 8(0.50, +q, +......... +q

hi, s (13)

When calculating the head loss thought 1% segment, the flowrate thought is not fully
developed it varies from o to g;. Then it was assumed that the flowrate through the walls of this
segment varies linearly along the segment and the average was taken to calculate the head loss.
Then expression for flowrate through segment 1 may be written as:

80 + 0y + e +00) 4L 8(0.50, + 0, + Gy +ooeena + qn)yAS)

27ASK (h,, - gt oot
g, = r (14)
In(-")
rl’]
By defining
C, =16AS° K% (15)
pgrtin(:H)
rn
and arranging and rewriting
(C,+0.5)q, +(C, +C, +1)q, +(C, +C,)(0; +qy----.-- +q,)+-C,=0 (16)
or
(C, +0.5)q, +(C, +C3+1Dq, +(C, + C3)Zqj -C,=0 a7
j=3

A similar equation may be obtained for the remaining segments, which may be written in general
form as:

iZfl‘,(Cz +((1-D+0.5)Cy))q; +(C, + (i -C3+1)q; +(C, + (i —1)C3))Zn:qj -G, =0

j=1 j=i+l

(18)
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By applying Eq. (10) to the 1% segment and Eq. (18) to the 2" segment through the n™
segment, the resultant is a system of linear equations with n unknowns represents the flowrate
throughout each segment, which may be written as shown in Table 1.

Table 1. The resulting system of linear equation.

Equation
a a % as Q| d  |RHS
1 Co+l C, C, C, |- C, C
2 C,+0.5C;3 | Co+Csa+1 C,+C; Co+Cz  |--------- C,+C5 C,
3 C,+0.5C;3 | C+1.5C5 | Co+2C5+1 Co+2C3 | -------- Cy+2C; C,
4 Co,+05C3 | Co+1.5C3 | Cy+2.5C3 | Co+3Cs+1l | -------- C,+3C3 C,
n C,+0.5C3 | Co+1.5C3 | Cy+2.5C5 C,+3.5C;3 |-------- C2+(n-1)C3+1 C,

The above system of n simultaneous equations can be solved for the flowrate using any
method for solving a system of linear equations. Having obtaining the values of the flowrate of each
segment, the transmembrane pressure can be calculated for each segment.

MATHEMATICAL MODEL VERIFICATION

The developed mathematical model was calibrated and verified by using gathered
laboratory experimental data to check the performance of the model and the validity of the
assumptions made.

Laboratory experiments were carried out on polypropylene, PP, HFM with inner and outer
diameters of 0.39mm and 0.65mm, respectively. The fibres were divided into four sets each set
consist of ten fibres. The flowrate, under a constant head of 2m, of each set was measured with its
initial length, and then the flowrate is measured each time after reducing the length as shown in
Table (2).

Table (2). Measured flowrate values.

Length | Measured flowrate Length | Measured flowrate
Set no. . Set no. .
(cm) (ml/min) (cm) (ml/min)

50 18.1 50 18.6

40 17.02 40 16.82

1 30 14.84 3 30 14.84
20 11.2 20 11.89

10 5.9 10 6.48

45 18.1 45 18.14

2 30 15.23 4 30 14.41
15 8 15 7.84

The first step toward the mathematical model verification is the calibration of the hydraulic
conductivity coefficient. The value of this coefficient was calibrated using the data of the first set
with initial length of 50cm only. The conductivity coefficient is adjusted until the predicted
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flowrate value matches the experiment value. The conductivity coefficient value was found to be
4.64*10°" cmis.

The Mathematical model was used then to generate the flowrate values of the fibre sets by
just changing the fibres length. Fig. (3) shows the measured and mathematical model predicted
flowrate values. A segment length of 1cm was adopted in all calculations of the study. A good
agreement between the measured and predicted flowrates values can be noticed with a correlation
coefficient of 0.996.

20

K

> Measured flowrate x

Predicted flowrate

Flowrate (ml/min)
=
o

K

v by by b

O T T T T T T T T T T ‘ T T T T T T T T T T ‘ T T T T T T T T T T ‘ T T T T T T T T T T

10 20 30 40 50
Fibre length (cm)

Fig. 3. Comparison between measured and predicted flowrate values.

APPLICATION OF THE MATHEMATICAL MODEL
The developed mathematical model being verified can be used to study the hydraulic
performance of HFM rather than carrying out time consuming laboratory tests.
The mathematical model was applied to investigate the hydraulic performance of two types
of virgin HFM modules.

First Type of HFM Module
Specifications of the first type HFM module are listed in Table 3.

Table 3. Specification of the first type HFM module.

Item Value
Fibre inner diameter 0.25mm
Fibre outer diameter 0.55mm
Number of fibres per module 20 000
Effective fibre length 97cm
Pot length 10cm
Total effective area 33.5m’
Normal Module operation flowrate | 120-240 Imh/bar

In the factory, the measured flowrate of the fibres module with RO permeate is 2,000
Imh/bar at 20°C. This given permeability can be reached by the mathematical model under a
hydraulic conductivity coefficient of 2.32x10™ m/s.
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The flowrate variation as a percentage of the total fibre flowrate a long a single fibre length
is shown in Fig. 4. As it may be seen that more that 99.3% of the flowrate is just from the first
10cm of the fibre length.

40

9% of total flowrate
N
o
1 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1 1

0 1 T T T 1T T 7 ‘ — 1T T T T T T T T ‘ 1 1 1T T T T T T ‘ T T T T T 1T 177 ‘ T T T T T T 17T

10 20 30 40 50
Distance (cm)

Fig. 4. The flowrate variation as a percentage of total flowrate along a single fibre length.

Fig. 5 shows the TMP variation as a percentage of the total applied pressure head along
the single fibre length. It is clear that most of the applied head will be used to derive water from the
first 10cm.

100 5
E
803
03
603
503
40
303
203

TMP as % of the applied Pressure head

10

O-\\\\\\\\‘\\\\\\\\\‘\\\\\\\\\‘\\\\\\\\\‘\\\\\\\\\

10 20 30 40 50
Distance (cm)

Fig 5. The TMP variation as a percentage of the total applied head along a single fibre
length.

The flowrate of a single fibre is reduced when placed in actual fibre module because of the

headloss through the module pot. The flowrate of the single virgin fibres will be reduced from 2000
Imh/bar down to 336.4 Imh/bar when placed in a full module.
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The TMP variation as a percentage of the total applied pressure head and flowrate variation
as a percentage of the total flowrate along the fibre length are independent of the applied pressure
head. Thus, the flowrate variation along the fibre as a percentage of total flowrate will be the same
as in Fig. 4.

Fig. 6. Shows the TMP variation along the fibre with a pot of a 10cm length. A great
reduction in the TMP may be noticed when comparing the TMP variation of Fig. 5, of a single
fibre, with that of Fig. 6, a fibre in an actual module. 83.2% of the total applied energy will be lost
through the pot length.

20

TMP as % of the applied Pressure head
o
IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

o \\\\\\\\\\‘\\\\\\\\\\‘\\\\\\\\\\‘\\\\\\\\\\‘\\\\\\\\\\

0 10 20 30 40 50
Distance (cm)

FIG 6. The TMP variation as a percentage of the total applied head along the fibre length.

Second Type of HFM Module
Specifications of the second type of HFM module are listed in Table 4.

Table 4. Table 3. Specification of the second type HFMe module.

Item Value
Fibre inner diameter 0.8mm
Fibre outer diameter 1.2mm
Effective fibre length 144.75cm
Pot length 4cm
Total effective area 35m?
Module Max operation flowrate | 357 Imh/bar

The hydraulic conductivity coefficient was found to be 2.57*107cm/s at which max
operation permeability was reached.

The flowrate variation a long the fibre length as a percentage of the total fibre flowrate is
shown in Fig. 7. As it may be seen that the ratio between the flowrate at the module outlet and that
at its middle is about 1.1%.
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Fig. 7. The flowrate variation along the fibre length as a percentage of total flowrate.

Fig. 8 shows the TMP variation along the fibre length as a percentage of the total applied
pressure head. Due to large fibre diameter and the short length of the pot the head losses through it
is very small. The difference between the maximum and the minimum TMP along the fibre is less
than 10%.

100

90 —

TMP as % of the applied Pressure head

80 UL L L L L L B B L R LB O B B B B B
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FIG 6. The TMP variation along the fibre length as a percentage of the total applied head.

CONCLUSIONS

- The flow though the HFM under the condition of constant hydraulic conductivity could be
simulated mathematically by applying the Darcy’s Law and Poiseulle’s Laws. A Good agreement
was found between the laboratory and predicted data under the same conditions.

- A great difference in the performance of two the commercial HFM was noticed.

- The TMP variation as a percentage of the total applied pressure head and flowrate variation as a
percentage of the total flowrate along the HFM length are independent of the applied pressure head
- The head losses through the pot length could be so high and consumes 80% of the total applied
pressure head.
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RECOMMENDATIONS

The following recommendations were suggested to study:

- The variation of the hydraulic conductivity along the fibre length under normal operation
conditions.

- The mathematical simulation of the hydraulic flow through the hollow fibre membrane under
variable hydraulic conductivity.

- Optimizing the HFM module design.
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LIST OF SYMBOLS

AS= length of the fibre segment, L.

1= water viscosity, L.T.

HFM= hollow fibre membrane.

hap = applied head, L.

h;=head loss, L.

hlye= pressure head loss through the pot length, L.
K= hydraulic conductivity of the porous media, L/T.
Lpot = length HFM module pot, L

q = volumetric flowrate, L3/T.

r= fibre outer radius, L, and

rn= fibre inner radius, L.

TMP = transmembrane pressure, L.
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ABSTRACT

The effect of considering the third dimension in mass concrete members on its cracking
behavior is investigated in this study. The investigation includes thermal and structural analyses of
mass concrete structures. From thermal analysis, the actual temperature distribution throughout the
mass concrete body was obtained due to the generation of heat as a result of cement hydration in
addition to the ambient circumstances. This was performed via solving the differential equations of
heat conduction and convection using the finite element method.

The finite element method was also implemented in the structural analysis adopting the
concept of initial strain problem. Drying shrinkage volume changes were calculated using the
procedure suggested by ACI Committee 209 and inverted to equivalent temperature differences to be
added algebraically to the temperature differences obtained from thermal analysis.

Willam-Warnke model with five strength parameters is used in modeling of concrete material
in which cracking and crushing behavior of concrete can be included. The ANSYS program was
employed in a modified manner to perform the above analyses.

A thick concrete slab of 1.5m in thickness and 10m in length was analyzed for different widths
2, 4, 8, and 10m to produce different aspect ratios (B/L) of 0.2, 0.4, 0.8, and 1.0 respectively. The
results of the analyses show an increase in cracking tendency of mass concrete member as the aspect
ratio of the same member is increased due to the effect of transverse base restraint. Accordingly, such
effect cannot be ignored in the analysis of base restrained mass concrete structures subjected to
temperature and drying shrinkage volume changes.
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INTRODUTION

Mass concrete is an expression usually used for any concrete structure with dimensions large
enough to cause structural problems during and after the construction period. These problems are
mainly the occurrence of cracking due to temperature variations and shrinkage volume changes. Like
any solid material, concrete is affected by increase and decrease of temperature. The effect appears as
a thermal strain that occurs within the concrete structure when it is prevented or restricted from
motion, i.e., restrained. The second category of volume change is the drying shrinkage, which is
related to the drying and shrinking of the cement gel.

ACI 207 Committee (ACI Committee 1995) suggested the following equations to be used to
calculate the degree of restraint for rigid continuous base restraint.

[(L/H =2)/(L/H + 1) for L/H > 2.5
[(L/H —1)/(L/H +10)"" for L/H < 2.5

“r M
KR

where

L/H = length to height ratio, and

h = the height at which the degree of restraint is calculated.

As can be noticed, ACI 207 Committee neglects the effect of the restraint in the transverse
direction and hence, eq. (1) can be applied to the concrete walls only. Therefore, it is the objective of
the present study to investigate the effect of transverse base restraint, i.e., effects of 3" dimension on
the behavior of massive concrete and therefore cracking tendency and cracking prevention in such
structures.

THERMAL ANALYSIS
Based on Fourier’s Law for heat transfer, the heat conduction equation can be expressed as
follows (Holman, 1981):

o0°T 0T o0°T oT
k +k +k +{0=pC,— 2
X 8x2 y ayz z 822 q=p p ot ( )
where,

kx, Ky and k; = heat conductivity of the material in X, y and z-direction respectively,

T = the difference between absolute and reference temperatures,

J = heat generation per unit volume,

Cp = specific heat, and

p = density.

On the other hand, heat may transfer by convection according to the following Newton
formula (Holman, 1981):

AR



Number 3 Volume 13 September2006 Journal of Engineering

q = Jhe, (T T, HA 3
A
where,

h,, = convection heat transfer coefficient (film coefficient).

T_= bulk fluid temperature.

T = temperature.

Both of the above equations may be descritized using Raylieh-Ritz variation process to derive
an expression employing the finite difference method to overcome the time-rate nature of the problem,
that is,

[K: Jtasy =" (@)

where,

[:]-[k.]+ €

* C
{F }: {AF(t)}+[Z1:]{A5(t—At)}
Eq. (4) is used in the finite element method to predict the temperature distribution within the mass
concrete body invoking the described initial and boundary temperatures as follows:
1. Initial temperature = concrete placement temperature = 20 °C.
2. Bulk ambient temperature T,, which is specified for Baghdad climate according to Kammouna,
2001, from:

T, =29.815 — 15.291*c0s(0.893t) (5)
where, t is time in days.

SHRINKAGE STRAIN CALCULATION

Following the procedure recommended by (ACI Committee 209, 1992) and taking the ambient
circumstances and concrete mixing and placing conditions, the drying shrinkage strains may be
calculated as a function of time after curing period for concrete which is assumed to be seven days.

Quoting the concept of evaporable moisture content that was adopted by Carlson, 1937, the
distribution of drying shrinkage strains may be assessed within the body of mass concrete member.
Table (1) shows such distribution in which the values of drying shrinkage strains seem very low. Such
observation may be related to the non-convenience of eq. (6) that was suggested by ACI 209
Committee (ACI Committee, 1992) and used to estimate shrinkage strain-time relation.

(e =5 (o), ©

where,

(&n)t = shrinkage strain at any time t (in days), and

(&n)u = ultimate shrinkage strain = 780*10°°.
As can be seen from eq. (6) 50% only of the ultimate shrinkage strain occurs at 35 days after curing.
However, one can conclude from the trend of the drying shrinkage strains as they are decreased with
the increase in the width of the slab as the major cause of cracking in large mass concrete members is
the temperature variation rather than shrinkage volume changes.
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ADOPTED COSTITUTIVE RELATIONSHIP FOR CONCRETE
The concrete was modeled using Willam and Wranke model (Willam and Wranke, 1974)
which predicts failure of brittle materials in which the cracking and crushing modes should be
accounted for. The criterion for failure of concrete due to a multiaxial stress state can be expressed in
the form:
F
520 )
fl
where,
F = a function of the principal stress state (cxp, Gyp, Ozp),
S = failure surface expressed in terms of principal stresses and five input strength parameters
as follows:
f, = ultimate uniaxial tensile strength in MPa
f." = ultimate uniaxial compressive crushing strength in MPa,
fop = ultimate biaxial compressive strength in Mpa,
o, = ambient hydrostatic stress state in MPa,
f; = ambient hydrostatic stress state of biaxial superimposed on hydrostatic stress state in Mpa,
and
f, = ambient hydrostatic stress state of uniaxial superimposed on hydrostatic stress state in
Mpa.
For simplicity, Willam and Warnke, 1974, suggested the following equations to calculate three
of strength parameters in terms of f. in case of |ah|£\/§ f.. Thus, the failure surface S can be

specified with a minimum two constants, f; and f; .

be = 1.2 fC’
f, =1.45f, (8)
f, =1.725f,

Failure of concrete is categorized into four domains. In each domain, independent functions
were specified to describe the function F and the failure surface S. The failure surface S can be seen in
Fig. (1).

Compression-Compression-Compression Domain(0 < 61 < 6, < 03)

In this case, F takes the form:

1 2 2 2 >
F:F:L:E[(O-l_o-z) +(0, —03) +(‘73_O'1)F )

and the failure surface S is defined as:

=

S—s, - 2r, (rz2 —r? )cosn+ r,(2r, —r, )[4(r22 —r! )cos2 17 +5r] —4r1r2F

10
a(r2 -2 )eos? n+(r, — 2r, )? (10)

where,
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in which n = angle of similarity, and

1

cos 7 =
\/E[(O'l_o'z)z +(O'2 _0'3)2 +(O'3 —0'1)2 2
I =a +a1§+a2e§2
r, =by +b1§+b2§2

_%n
&= f:
The undetermined coefficients ag, a1, a», b, b1, and b, are discussed below.

When n = 0% S; in eq. (10) is equal to r; while if n = 60° S; is equal to r,. Therefore, the

function r; represents the failure surface of all stress states with n = 0°.
The function ry is determined by adjusting ao, ai, and a, such that f; , fs, and f; all lie on the

failure surface. Mathematically:

T

|-

(51 = f/,0, =03 =0)

’

1¢ fﬁ dg
(11)

,(Ulzovo'zzasz—fcb) =11 & fczb aQ
: 14 6812 4

_ a _ _ a
(0'1 =—0ph,0) =03 =—0Op — fl)

—h —h
| s

|

'
c

—h

- . f’ f O_a 2f
C C c c

The proper values for the coefficient ap, a;, and a, can be determined through the solution of the

simultaneous equations given in eq. (11).
The function r; is calculated by adjusting by, by, and b, to satisfy the conditions:

F _ -
f—l,(0'1=02=010'3:_fc') 11
¢ 3 9 |(b
Pilo 20y =—0tiog=—0f — 1, ) =| 1 2 Up 12
S\oy =0, =—0y,05=—0,-f,)p=|1 & & 1 (12)
i 0 1& & (b
where,
op f,
is defined by: =——T— .
& y: & £ 3¢
and & is the positive root of the equation:
(13)

I (50 ) =8y +a,&) +a,&¢

in which ay, a1, and a, are evaluated by eq. (11).
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Since the failure surface must remain convex, the ratio ri/r, is restricted to the range
(0.5<r1/r,<1.25), although the upper bound is not considered to restriction since (r1/r, < 1.0) for most
materials. Also, the coefficients ap, a;, a2, bo, b1, and b, must satisfy the conditions:
3>0,a<0,a<0
by >0,b;<0,h,<0
Therefore, the failure surface is closed and predicts failure under high hydrostatic pressure (&< &»).
This closure of the failure surface has not been verified experimentally and it has been suggested that
Von Mises type cylinder is a more valid failure surface for large compressive op-values.
Consequently, it is recommended that values of f; and f, are selected at a hydrostatic stress level in the
vicinity of or above the expected maximum hydrostatic stress encountered in the structure.

Eq. (9) describes the condition that the failure surface has an apex at & = &y. A profile of r; and
r, as a function of & is shown in Fig. (2).The lower curve represents all stress state such that n = 0°
while the upper curve represents stress state such that n = 60°. If the failure criterion is satisfied, the
material is assumed to crush.

Tension-Compression-Compression Domain (61 > 0> o2 > o3)

In this regime, F takes the form:

1
F=F, = 15 [(0'2—63)2+022+J§F (14)

- T
and S is defined as:

1
oy J 2p,(p2 ~ p2 Joos -+ p, (2p; — p, J4(p2 — p? Joos? +5p? ~4p, p, |2 (15)
fy 4(p22 - p12 )COSZ 77+(p2 _2p1)2

where cosn is already defined above, and
=8y +ayy+a,y°
Py =by +byy +b, 7?
x= %(0'2 +03)
The coefficients ag, ai, az, bo, b1, and b, are defined by eq. (11) and eq. (12).
If the failure criterion is satisfied, cracking occurs in the plane perpendicular to the principal
stress oj.

Tension- Tension -Compression Domain (o > 62> 0> o3)
Here the function F takes the form:

F=F =0 ;i=12 (16)
and the failure surface S is defined as:

!
f [

S=S,=-t|1+—3  _|:i=1.2 17
: f'[ SZ(O'i,O,Gg)J ()

c
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If the failure criterion for both i = 1, 2 is satisfied, cracking occur in the planes perpendicular
to principal stresses o1, o». If the failure criterion is satisfied only for i = 1, cracking occurs only in the
plane perpendicular to principal stress o;.

Tension- Tension - Tension Domain (61 > 62> 0> o3)

In this regime, F takes the form:
F=F,=0, ;i=123 (18)

and S is defined as:
S=8,=-% (19)

If the failure criterion is satisfied in directionsl, 2, and 3, cracking occurs in the planes
perpendicular to principal stresses o1, o2, and o3, otherwise, cracking occurs in plane or plane
perpendicular to the directions of principal stresses where the failure criterion is satisfied.

IMPLEMENTATION OF THE FINITE ELEMENT METHOD

According to Fung, 1965, the effect of temperature changes on an elastic body subjected to
external forces may be determined using one of the followings:
1. Solution of the discretized form of the coupled thermo-elastic equation in which the effect of both
temperature and displacement on each other may be determined, i.e. the displacement due to unit
temperature change and vice versa. However, this procedure is not usually used especially in problems
where the temperature changes are not high enough like in mass concrete problem.
2. When the simplifying assumptions mentioned in (1) above are introduced, the theory is referred to
as an uncoupled, quasi-static theory; it degenerates into heat conduction and thermoelasticity as two
separate problems. Experience shows that the change of temperature of an elastic body due to
adiabatic straining is, in general, very small. If this interaction between strain and temperature is
ignored, then the only effects of elasticity on the temperature distribution are effects of change in
dimensions of the body under investigation. The change in dimension of a body is of the order of
product of the linear dimension of the body L, the temperature rise AT, and the coefficient of thermal
expansion a. If L= 1m and AT = 100 °C, o = 10*10°® per °C, the change in dimension is 10°m, which
is negligible in problems of heat conduction.

The equivalent temperature changes to the estimated drying shrinkage strains may be
calculated using the following simple relation:

ATpg = 250 (20)
(04

c

where,

ATps = drying shrinkage equivalent temperature change,

gh = shrinkage strain, and

o = coefficient of thermal expansion of concrete.

Then the equivalent temperature changes to drying shrinkage may be added algebraically to
the temperature changes resulting from thermal analysis. The effect of this sum of temperatures,
which appears as thermal stress and strain, may be detected using the second method described in (2)
above. This means that the problem is treated as “an initial stress or strain” problem. The term “initial
stress” signifies a stress present before deformations are allowed. Effectively, it is a residual stress to
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be superposed on stress caused by deformation. The effect of temperature changes can be placed as
initial strain &, or initial stress and strain o, and &,. Both are viewed as alternative ways to express the
same thing (Cook, 1989).

In a linear elastic material, the stress-strain relation is (Cook, 1989):

&= £ + &, (21)
where,
€o = Initial strain = o, AT
or,
o= E(g—go) (22)
The strain energy U, is defined as (Cook, 1989):
U, =] Z dv (23)
V 2
Substituting eq. (22) into eq. (23):
U, :jE(S—go)zdv
V 2
or,
UO=I§(82—2w0+8§)dv (24)
\

The third term in the parenthesis in eq. (24) can be omitted since it is independent of nodal
displacements. Then its derivative is equal to zero. Thus,

U, = j%(gz —2a8, Jiv (25)
Vv
i = . . .
Writing u, = E(g —Zggo)dv = is the energy per unit volume. Hence, for a state of multiaxial stresses:

u, =212 [De} L= [DYeo) (29)

where
[D] = the constitutive relations matrix for concrete and is defined for linear-elastic material as
follows (Cook, 1989):
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v (1-v) v 0 0 0

v v (1-v) 0 0 0

E 0o 0 o0 = o o
Dl=— — 27
Pl o) ? &7

0o 0 o0 o =% 4

The potential of external load may be expressed as:
2., =-u g} (28)

where,
Lul = the displacement field vector, and
{¢} = the load vector.
Furthermore, the potential of body forces is given by:

Oy = LUJ{'E} (29)

where
{If} = the body force vector, which is any force distributed over the entire volume of the body

like the self-weight.
The total potential energy per unit volume can be written in the form (Cook, 1989):

1, =U,+Q2= %LeJ[D]{e} ~| 2 [DJeo }-Lulg}-LuJF} (30)

The total potential within the element is:

Hpe =j17podv (31)
17,, = L2 Jolelav— L Dl v~ lu gk~ Lu iF o @)

Since,

ul=[NJe (33)
where,

[N] = shape function matrix, and
{e} = nodal displacement vector.
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Also,
{e}=[Blle} (34)
where,
[B] = strain-nodal displacement matrix.
Hence,
1 _
11, =~ ile]B]' [D)fejav [ e [BIDNe, v~ fle INT {plds — [l e [NJiF jov (35)
Vv Vv S Vv

which after simplification and introducing effects of externally applied nodal forces becomes:

17, = e [K]fe}-LeR}-LeJfF) (36)

where, {F} = externally applied nodal forces vector.

Applying the minimization of the total potential yields:

oty
ole}
[KJie} = {F}+{R} (37)

where, R} = {[B]T [D]e, Jdv + {[N]T{IE dv + £ INT {glds

Eq. (37) will be used in the analysis of the mass concrete due to effects of temperature and
drying shrinkage volume changes.

COMPUTER IMPLEMENTATION

Besides the “Graphical User Interface (GUI)” that is commonly used in software packages,
ANSYS program proposes a programming language similar to some extent to the conventional
FORTRAN language. The proposed language is referred as APDL (ANSYS Parametric Design
Language).

A modified ANSYS program is adopted in this study. This consists of a main program and
four subprograms. The main program contains the principal steps of analysis and required calls for
subprograms. Each of these subprograms is responsible of some limit tasks like:

- Performing the thermal analysis,

- Storing temperature values in a pre-dimensioned array,

- Calculating drying shrinkage strains throughout the concrete body, and

- Conducting the nonlinear structural analysis by considering the effect of concrete aging via
updating concrete strength parameters (f; , f., Ec) after deleting the thermal finite element mesh
and constructing a new structural one.

Two Types of elements are used in this program:
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Thermal Solid 70: This element is an eight-noded brick element with one degree of freedom,
temperature, at each node. The element is applicable to a three-dimensional, steady state or
transient thermal analysis.

Structural Solid 65:This element is used for the three-dimensional modeling of the concrete with
or without reinforcing bars. The element is defined by eight nodes having three degrees of
freedom at each node: translations in the global X, y, and z directions. It is capable of considering
cracking in tension and crushing in compression.

PROBLEM DESCRIPTION AND RESULTS

To investigate the effect of the transverse base restraint on the cracking behavior of mass
concrete member due to temperature variation and drying shrinkage volume changes, a nonlinear
finite element analysis was applied to base restrained thick concrete slab. Four different aspect ratios
(width/length) were considered for the case of a slab with fixed bottom cast at the first of January
(winter concrete placement) in Baghdad. The aspect ratios were 0.2, 0.4, 0.8, and 1.0 and obtained by
fixing the length of the slab to 10 meters and varying the width as 2, 4, 8, and 10 meters. In all these
cases, the thickness of the slab was taken as 1.5 m.

Thermal and structural analyses were conducted on the slab including all the surrounding
circumstances and boundaries utilizing the finite element mesh shown in Fig. (3).

The temperature distribution in the central sections along the length and width directions at
some times after concrete placement are shown in Figs. (4) to (15). The assessed final cracking pattern
of the concrete slabs with different aspect ratios can be seen in Figs. (16) to (19).

CONCLUSIONS

The following conclusions can be drawn from the results of the analysis:

1. Value of peak temperature increases with increasing aspect ratio (B/L) of the slab. This may be
related to the increase in the magnitude of heat generated upon concrete placement due to volume
increase.

2. A small temperature drop at the 28" day of concrete age is noticed as the ratio B/L is increased.
This is related to the effect of the volume to surface ratio (\V/S), since the temperature increases with
increasing the aspect ratio (B/L).

3. The number of primary cracks (cracks that extend over the entire thickness) increase with
increasing width of the slab, i.e., the aspect ratio. This can be interpreted as a result of the
considerable increase in restraint provided by the slab base and the increase in the maximum
temperature due to the hydration process after concrete placement.

4. The full-depth cracks are concentrated at the central portion of the slab where the maximum drop
in temperature occurs.

From the above and since it was concluded previously that the major cause of cracking in the
thick slabs is temperature drop, the effect of the third dimension (width) cannot be ignored when the
response (stresses and cracking) of this type of structures is required. Unfortunately, most of the
standards like ACI-Committee neglect the effect of the third dimension and assume a uniform
temperature distribution.

Table (1) Drying shrinkage strains

Drying shrinkage strain (10°)
Slab width =2.0m | Slab width=4.0m | Slab width =8.0m [ Slab width = 10.0m
After ... days After ... days After ... days After ... days

d/H
*)
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(*) d/H defines the ratio of the depth from top surface / the slab thickness H.
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Fig. (2): A profile of the failure surface, after ANSYS Inc.
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Notes:
- W, = concrete element width (variable) = 0.25, 0.5, 1.0, or 1.5 m.
- Dimensions are not to scale.

Fig. (3): Finite element mesh for a thick concrete slab problem
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Fig. (4): Temperature distribution in a slab with B/L=0.2 (3 days after placement)
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Fig. (5): Temperature distribution in a slab with B/L=0.2 (28 days after placement)
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Side view of the central section along length direction

Top view

Fig. (16): Final cracking pattern for slab cast in winter with B/L=0.2
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Side view of the central section along length direction

Top view

Fig. (17): Final cracking pattern for slab cast in winter with B/L=0.4

Side view of the central section along length direction

Top view

Fig. (18): Final cracking pattern for slab cast in winter with B/L=0.8
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Top view

Fig. (19): Final cracking pattern for slab cast in winter with B/L=1.0
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MONITORING PROCESS IN TURNING OPERATIONS FOR
CRACKED MATERIAL ALLOY USING STRAIN AND
VIBRATION SENSOR WITH NEURAL NETWORK
CLASSIFICATION

Asst.Prof.Dr.Nabeel Kadim Abid AL-Sahib
University of Baghdad
Al-khawarizmi College of Engineering
Mechatronics Eng. Department

ABSTRACT

Surface finish and monitoring tool wear is essential for optimization of machining parameters
and performing automated manufacturing systems. There is a very close relationship between tool
wear and machining material parameters as surface roughness, shrinkage, cracks, hard particle ... etc.
Monitoring of manufacturing processes plays a very important role to avoid dawn time of the
machine, or prevent unwanted conditions such as chatter, excessive tool wear or breakage. Feature
extraction and decision making is a matter of considerable interest for condition monitoring of
complex phenomena with multiple sensors.

In this work, the implementation of a monitoring system utilizing simultaneous
vibration and strain measurements on the tool tip is investigated for the shrinkage and crack
of cast iron work piece. Machining parameters taken into consideration are cutting speed (116.5
and 136.6) m/min, feed rate (0.17 and 0.23)rev/min respectively and depth of cut (1) mm.
Data from the machining processes were recorded with one piezoelectric strain sensor type (PCB
740B02) and an accelerometer type (4370), each coupled to the data acquisition card type (9111 DR).
There were 22 features indicative of crack were extracted from the original signal. These include
features from the time domain (mean, STD, crest factor, RMS, Kkurtosis, variance), frequency
domains  (power spectral density), time-series model coefficient (AR) and four packet features
extracted from wavelet packet analysis (RMS, STD, kurtosis, crest factor).

The (2x1) self organizing map neural network was employed to identify the crack and
shrinkage effect on the tool state. The program used with this process is MATLAB V.6.5. As a result
of the present work, we have an SOM model can classifying the crack with minimal error.
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SURVEY OF MONITORING PROCESS:

(Xiaoli etal 2000):used the wavelet transforms and fuzzy techniques are used to monitor tool
breakage and wear conditions in real time according to the measured spindle and feed motor currents ,
respectively .(Reuben etal 1998) : feature extraction and decision — making was a matter of consider
interest for condition monitoring of complex phenomena with multiple sensors. (Kndili etal 2003) :
have studied the outlines of a neural networks based modular tool condition monitoring system for
cutting tool wear classification . Multi layer neural network structure was used and data set has been
trained off — line using back propagation algorithm, an important variation in mean, RMS, standard
deviation of cutting forces and vibration can result in estimation and classification error. (Scheffer
etal 2001): discussed the implementation of a monitoring system utilizing simultaneous vibration and
strain measurement on the tool tip, was investigated for the wear manufacturing of aluminum pistons.
Data from the manufacturing process was recorded with two piezoelectric strain sensors and an
accelerometer, each coupled to a DSPT analyzer. A large number of features indicative of tool wear
automatically extracted from different parts of the original signals (Nadgir etal 2000): studied the out
line of a neural network based (TCMS) for cutting tool state classification. Orthogonal cutting tests
were performed on H13 steel using PCBN inserts and on line cutting force data was acquired with a
piezoelectric force dynamometer. Simultaneously flank wear data was measured using a tool makers
microscope and along with the processed data were fed a back propagation neural network to be
trained .All papers which discussed previously were used different method to measure the tool wear
such as using (vibration, strain, acoustic emission and feed current signal), the steel and aluminum
material was used in most papers as a work — piece with constant cutting condition. In this work are
using monitoring processes to classify the cutting tool wear through using the strain and vibration
signal , which measured from piezoelectric strain sensors and accelerometer respectively , after that
we extract the feature from the signal to applying it into SOM neural network to have the
classification of the amount tool wear . It can be divide in two parts theoretical included: (Time
domain, Modeling domain, Frequency domain, Wavelet packet coefficients) from the original signals,
and use it in SOM neural network. In addition classifying the cutting tool wear using SOM neural
network. And experimental such as: (Machining of Cast Iron shaft with and without crack on the
surface work-piece using turning machine with different cutting condition; Measuring the wear of
Carbide cutting tool type(SNMG 120412) using microscope; Measuring the signal from piezoelectric
strain sensor and accelerometer using Data Acquisition Card ).

WEAR IDENTIFICATION AND MONITORING

A conventional method for tool wear and shrinkage appeared at the work piece identification
is basically a two-step approach: First, extract features from the signals of a single sensor that
is highly sensitive to tool-wear and shrinkage but insensitive to noise; then, a physical model is
established to reflect the relationship between the sensor signals and the wear status. This is
because a crack model based on information from a single sensor cannot adequately reflect the
complexity of a cutting process. Therefore, approaches using sensor integration have been
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introduced in the area of crack and shrinkage monitoring, and have attracted wide interest in recent
years. Cutting force measurement is one of the most commonly employed methods for on-line tool
and work piece state monitoring, especially in turning because cutting force values are more sensitive
to tool and work piece wear than other measurements such as vibration or acoustic emission. In
recent years, intelligent control systems such as, genetic algorithm, fuzzy logic, artificial neural
network and hybrid of these methods (fuzzy-neuron) are popular (Xiaoli 2000). Conventional
methods are mathematical model based systems, so it is difficult to take the machining
parameter into account in such models. But artificial intelligence based methods are less
dependent on the machine parameters.

MONITORING STAGES:

The classification of work piece and tool wear is a complex task because wear
introduces very small changes in a process with a very wide dynamic range. Furthermore, it is difficult
to identify whether a change in a signal is caused by wear or a change in the cutting
conditions. The task of wear monitoring can be subdivided into a number of stages (Rueben 1998):
¢ Sensor selection and deployment.
¢ Generation of a set of features indicative of wear condition.
¢ Classification of the collected and processed information as to determine the amount of wear.

Sensors used in Monitoring Systems:

The sensors used for monitoring tool conditions can be divided into Two categories: direct and
indirect. Despite their high accuracy, direct sensors are rarely used in real-time industrial applications
because of their high cost and difficulty of installation also the direct measurements are not
possible in many instances such as drilling and milling.  Further, such measurements in most
cases involve interruption of the machining process. On the other hand, indirect sensors, which
are relatively economical and small, can be used for on-line crack and shrinkage detection if a certain
relationship between sensor signals and tool-wear status can be established. A variety of indirect
sensing methods have been applied to crack monitoring studies, including cutting force signal
detection, cutting temperature detection, electrical resistance measurement, cutting vibration
detection, measurement of AE (Kandilli 2003) and electrical signals like spindle motor current and
power are also useful sources of information about tool states.

Wavelet Transform in Monitoring Process:

Signal processing is a very important step for (TCM). Recently, wavelet transform has
provided a significant new technique in signal processing, because it offers solution in the time-
frequency domain and is able to extract more information in the time domain at different frequency
band. There have been many research activities in the application WT for tool condition monitoring
(Scheffer 2001)

¢ It uses wavelet transform to decompose measured signals. Acoustic emission signal and RMS
value of decomposed signals are taken as tool wear monitoring features.

¢ It uses wavelet transform to analyze -cutting force signals and wavelet transform
coefficients are taken as recognition parameters of crack.

Neural Networks in Monitoring Process:

In recent past, neural network models which employ cutting forces for estimation as well as
classification of wear have been developed. The present work outlines a neural networks based
modular tool condition monitoring system for crack and shrinkage classification. A multi layer neural
network structure was used and data set has been trained off-line using SOM algorithm. An important
variation in mean, RMS, standard deviation of cutting forces and vibration can result in estimation and
classification error.
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MONITORING PROCESS STAGES:
Work —Piece and Cutting Tool Materials:

Cemented carbide is composed of carbides tungsten, titanium and tantalum with some percentage
of cobalt. The chemical composition of work—piece material are given in Table (1) .

Table ( 1 ) chemical composition of cast Iron work piece .

C% | Mn% | Si% | P% | S% | Cr% | Ni% | M% Fe
3.31] 0.72 | 3.09]0.65|0.13 | 0.081 | 0.062 | 0.038 | balance

Cutting Tool Wear Measurement:

After switching off the turning machine the cutting tool wear measured through the
microscope. The process of measuring (sensors signal and cutting tool wear) was repeated for other
W.P. that have the same dimensions until the wear level reach the maximum (0.3)mm , the cutting
condition of the machine were then changed , and the process was repeated . For each of the above
tests, strain and vibration data were obtained in order to be used in wear classification by neural
network techniques.

. Carbide tools: roughing = 0.8 mm.
. Carbide tools: finishing = 0.35 down to 0.15 mm.

Instrument Used in Monitoring Process:

Different instruments are used for different monitoring process depending on the variable to be
measured. In the present work (a piezoelectric strain sensor Model 740B02 used to measure the strain
at the tool holder and this gives an indication of cutting force applied to the cutting tool , signal
conditioner for strain sensor is used for amplifying and analyzing signals , Accelerometer sensor is
used to measure the vibration at the tool holder , The power amplifier is used to amplify the
accelerometer signal , Data Acquisition Card type PCI-9111 , used for signal analysis application and
process control , Microscope used in the measurement of tool wear , Interface between the instrument
and the turning machine) .

The system ready to measure the data , from the turning machine as shown in Fig (1 ).

Experimental Design of Monitoring Processes:

A set of tool wear cutting data were acquired by machining a bar of Cast Iron under a given
set of cutting conditions with a coated cemented carbide tip Table (2). The set of sensors
used, were an accelerometer for measuring vertical vibrations, piezoelectric strain sensor on tool
holder for force measurement as a strain, in order to find the amount of crack compared with the
amount of strain and vibration signal. The specification of the instruments used, listed in Table (3)
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Table (2): Experimental parameters used in the monitoring process

Components Description

Lathe HARRISON 15"

Work piece Cast iron shaft (D:70mm L:270mm)

Holder type Sandvik SDJCR 2020K11

Insert type Carbide tips sintered square
SNMG 12041 pattern TP15

Feed rate 0.078 -0.23 mm/rev

Cutting speed 105-165m/min

Depth of cut 1 mm

Table (3) Instruments used in the monitoring process

Sensor : Description Mounting
Piezoelectric strain PCB model On tool holder
sensor 740B02
Accelerometer Type 4370 On tool holder
Signal conditioner Type PCB

480E09
Power amplifier Type 2626
Data acquisition card PCI 9111DG In computer board
Software program Math lab V6.5

The turning operation was carried out using (HARRISON 15”) turning machine. The
experimental set-up and instrumentation are shown in Fig (1). Most previous work interested in
monitoring process for crack found the sampling rate at 10 KS/s enough to represent the
analogue signal for cutting force. In this work the analogue signals were sampled with an
Ampilicon PCI 9111DR data- acquisition board at a sample rate of 10K Hz per channel for a time
period of 25.6 ms, number of samples reading through each stage are 12800 sampling pear
channel. Data were acquired at intervals between (1.5~3.5) min depending on cutting
conditions at which point crack was also measured, taking into account tool life inserts. The total
number of tests is 2 each having different cutting conditions (to construct test and conformation
sets). Each data record, of 12800 points acquired at the end of the cut, was processed to
generate features used in the classification stage. Each feature vectors were extracted from time
domain, wavelet domain, frequency domain, and model domain of all sensors. These features were
then passed directly to the neural networks for classification (Silva 2000), with the training data
coming from selected tests and the testing data used being from tests that were not used during the
training phase. The cutting conditions used during the training experiment see in Table (4).

Table (4) Cutting conditions used in machining experiment .

Test| Diameter of [Cutting speed| Feed Depth of cut | Wear land (mm) | Number of | Tool life for
No | shaft (mm) m/min mm/rev | poc (mm) components| each test (min)
1 58 136.6 0.23 1 0.033-0.21 13 17
2 70 116.5 0.17 1 0.002-0.44 6 13
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Test (1 and 2) with constant DOC .

Turning
machine

y
X
A

MATLAB
V6.5

q: Centering Part

Fig (1) Experimental set-up and Instrumentation

Square carbide tool
Accelerometer

Strain sensor

Tool holder

Power amplifier type 2626

© oo N oo R

Programming of Monitoring Process :

Signal conditioner type PCB 480E02
DAQ card type 9111DR installed in PC board
PC P4 installed MATLAB program

Cast iron shaft with dimension ( D:70 mm, L:270mm)

The flow chart of the programming process is shown in Fig.(2).
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Fig (2 ) flow chart of the programming process .

Feature Extraction

To increase the reliability of the tool wear monitoring system, in the presented work a
monitoring strategy was devised that is based on four type of feature:

. Time and modeling domain feature
. Frequency domain feature
. Wavelet packet analysis feature

The Features of the Time and Modeling Domain:

We can use some time — domain features as descriptors of crack and shrinkage (Nadgir 2000),
therefore, the following time-domain features were extracted from each signal: mean, rms,
crest factor, standard deviation, skewness and kurtosis. A brief mathematical description of each is
given as follows:

1- mean: the mean value of a function x(t) over an interval N is
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l i=N .
X_ N ;M

)
2- standard deviation (0) :

1 &5 o
’ )

3- root mean square (rms) : the rms value Xrms of a function x(t) over an interval of N is :

an)

7". N
XT_]. —
3)
4- the crest factor CF: is the ratio of the peak level(Xmax ) to the RMS level (Xrms)
Xmax
— b4 :
CF= 1115 (4)
5- the skewness S : is the third statistical moment of a distribution :
5=
(%)
6- the kurtosis K : is the fourth statistical moment of distribution :
1 & .
(x,)°
E= _'V{T i=1
(6)

Time-series models of the sensor signals are constructed and the model coefficients are
used as features indicative of crack (Kuo 1999, Ravindra 1997 and Obikawa 1996). This is
because the model coefficients represent the characteristic behavior of the signal. Depending on the
order of the model, a number of model coefficients can be chosen. Normally, only the first
model coefficient, or sometimes the first three to four model coefficients are chosen, because
they are most descriptive of the signal characteristics of interest. In this case coefficients from
(AR) models were considered. A brief discussion of these models follows (Rueben 1998).

In a pth-order AR model for a time series x (n), where n is the discrete time index, the
current value of the measurement is expressed

as a linear combination of p previous values:
x(n)=al x(n-1)+ a2 x(n-2)+.......... ap x(n-p) (7

Where al, a2, a3... ap are the AR coefficients. The first AR coefficient was chosen as a feature.

Frequency Domain Feature:

The most common frequency domain characteristic in the literature is the spectral energy
around the first natural frequency of the tool-work piece system (Rueben 1998). It was established
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that the fundamental natural frequency for this system lies at about 8.5 kHz. The spectral energy at
8.5 KHz was taken as a feature.
fh

Vi = Sy (df
f (8)

With Sx(f) the one-sided PSD function and fl and fh the lower and upper frequencies chosen to
reflect the energy in the region of interest.

Wavelet Packet Analysis Feature

The wavelet transform is a relatively new method of signal processing that has been applied to
many engineering studies with great success. Fairly recent studies also proved that wavelet analysis
could be utilized for monitoring of the machining process (Jiang 1987). The success of the wavelet
transform is generally attributed to the natural shape of the wavelet, which is more descriptive of
most natural processes than the sine function used in Fourier analysis. Wavelet analysis is capable of
revealing aspects of data that other signal analysis techniques miss, like trends, breakdown points,
discontinuities in higher derivatives, and self-similarity. In this instance, wavelet packet analysis was
used to generate features that may show consistent trends towards tool and work piece wear. Like
other wavelet analysis techniques such as (DWT), wavelet packet analysis also requires the
construction of a wavelet decomposition tree. Each packet in the decomposition tree contains
information on the original signal in the form of wavelet coefficients. The original signal can be
reconstructed using any chosen number of the packets on the tree. However, the normal practice is to
choose the packets containing the most information on the original signal, and then discarding the
packets containing noise or less important information. Usually, an energy-based approach is used to
choose the optimal packets. The Shannon entropy formula was used, see equation (9), which is a
non-normalized entropy involving the logarithm of the squared value of each signal sample or, more
formally (Obikawa 1996),

Z sz log(Sf
E=- ©)
Where E is the Shannon entropy and Si is the signal sample at instant i.

In this study, the method requires that a reliable wavelet packet analysis be established for the
given signal. The reliability of the wavelet packet analysis can be investigated in a number of ways,
such as assessing the cross-correlation, rms error and cross-coherence between the original signal and
the reconstructed signal. A number of packets containing the most energy representative of the
original signal must then be chosen. The order of the decomposition tree will determine the
maximum number of representative packets that may be chosen.

Wear classification using neural network (SOM):

The self-organizing maps, developed by Kohonen (Kohonen 1998), is a fairly new and
effective software crack for data analysis. The SOM has been implemented successfully in
numerous applications, in fields such as process analysis, machine perception, control and
communication (Surender 1994). The SOM implements the orderly mapping of high-dimensional
data onto a regular low-dimensional grid. Thereby the SOM is able to identify hidden relationships
between high-dimensional data into simple geometric relationships that can be displayed on a
simple figure. The SOM can generally be described as a neutral network with self-organizing
capabilities. Most neural networks require information and interaction from the wuser for
classification. Although the SOM was intended as a data visualization tool, it can be
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used for classification as well. The SOM automatically arranges the data on a two-dimensional grid
of neurons where similar observations are placed close to one another and dissimilar ones further
away. If the classes of some of the observations are known, certain regions on the grid could be
allocated for these classes. The computation of the SOM is a non-parametric, recursive
regression process. The incremental-learning SOM algorithm can be described briefly as
follows: Regression of an ordered set of model (initialization) vectors mi € [1[JRn into the space of
observation vectors xi € [J[JRn is often made by the following processes:

mit + 1) = mit) + he(x),i(x(t) — mi(t)) (10)

Where t is the index of the regression step, and the regression is performed recursively
for each presentation of a sample of x, denoted x (t). The scalar multiplier hc(x),i is called
the neighborhoods function, which causes similar observations to be placed in the same region on
the map. Its first subscript ¢ = c(x) is defined by the condition

V; Hx(f) —m_ (r)” < H*c(f) —m, (f)”
(11)
which means that mc (t) is the model that matches best with x(t). The neighborhoods function is

often taken as the Gaussian function. Note that a batch version of algorithm exist which is
computationally much faster.

RESULT AND DISCUSSIONS
Flank Wear Accursed in Machine Cutting Tool due to Crack

The sudden flank wear for tests (1) are shown in Fig (3). Certain features of flank wear are
identified, first an extreme condition of flank wear often appears on the cutting edge at locations
corresponding to the original surface of the work piece it is called (notch wear) .1t is accrue because
the original work surface is harder and more abrasive than the internal material due to sand particles
in the surface from casting or other reason. As a consequence of the harder surface, wear is
accelerated at this location. At this level of the tool wears, when the machining process continue the
fracture was increased, very high noise appeared and surface roughness of the work piece became
very bad (Surender 1994).

Fig (3) sudden wear at cutting tool due to presenting crack in work piece
wear land (0.33 - 0.2)mm (testl).
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Effect of Cutting Condition Tool Life :-

Table (4) represent test with constant D.O.C and different cutting conditions , gave loot life of
(13, 17) min respectively . from these tests it could be seen the tool life decrease with decrease in
cutting speed and feed rate . It is occur because the original work surface crack and harder particles
in the surface . As a consequence of crack or hard particles , wear is accelerated at this location .

Properties of Signals in Tool Condition Monitoring:

In the metal cutting, the signal from (strain and vibration) sensor is a transient energy
spontaneously released in material undergoing deformation or fracture or both. At microscopic level,
signal is related to grain size ,dislocation density ,and distribution of the second-phase particles
crystal-line form (Kannatey 1982) .The signals from (strain and vibration) sensor generator during
cutting operation are non stationary and may pass a different magnitude , damping ,frequency and
phase (Stern 1971 and Du 1991).

Fig (4) shows the sample of signals for (strain and vibration) sensor. The signal generated from
the data sample at 25600 Hz at 1 second contains 25600 data point, for both strain and vibration
signal from a turning operation. The continuation of the signal is contributed for by deformation of
work piece material at shear zones, the friction at tool work piece and chip —tool contact regions. In
Fig (5) the approximately constant amplitude signal that run throughout the record, constitute the
continuous part of the signals. Superimposed on the continuous part, the transient part of the signal is
generated by micro-cracks of the crystal structure of work piece material, nonhomogeneity of work
piece material and chip breakage. The high amplitude short —duration signals that appears in all
figures are the transient parts of the signal (Kamarthi 1997).

The signal generated from a machining process fundamentally depends on properties of tool
and work piece materials applied stress, strain rate and material volume involved in the deformation
process. In cutting process, the signal form the function between the tool and

work piece can be distinguished from the signals generated by the chip-breakage and the
material deformation process at the share zones this can be shown in Fig (5), where the chip-
breakage generated no uniform signal while the material deformation zone make the signal be
approximately stable and this can be shown clearly in the feature curves because the chip breakage
make the curve flow up or down instantaneously.

Strain x 107

: Aceelerometer ( m/s),

Sampling No. Sampling No.

Fig (4) Samples of vibration and strain signals
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Short dugqtion:

Accelerometer (m/s”)

Continuous part
-1500
o “0 100 150 200 2% 300

Sampling No

Fig (5) vibration signals for 300 sampling no.

Strain Signals Measured During the Tests and It’s Effect of Crack

As the signal spectral is sensitive to tool wear and tool fracture, it is possible to use signal for
tool condition monitoring, the strain signal as shown in Fig (4) is basically sinusoidal in nature.
During the course of their propagation, they often undergo considerable changes to scattering by
structural defects, multiple reflect at interface and refraction where there is a medium change along
the travel path (Kamarthi 1997). Fig (6) which show the strain signal measured for cutting tool in
test 1 with cutting speed 136.6 mm/sec and feed 0.23 mm/rev when the crack appear on the work
piece. Fig(6a) shown clearly that the strain signal have an greatest effect when the crack accurse ,
where the signal have an negative shoot at the lower frequency of the signal between ( 1000-3000)
Hz. Fig (6b) shows the same signal when the is no crack accursed in work piece where there is no
negative shoot in the strain signal. Fig (7) shows the power spectral density for the same which
shown the signal have a high constricted at the lower frequency when the crack at the work-piece
accursed. This produce an indication that when the crack appeared in the work piece the strain signal
have an negative shoot indication at the lower frequency of the signal

stran signal wilh crack

L. 1]
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Fig(6) a: strain signal with crack
b: strain signal without crack.
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Fig (7) a: PSD for strain signal with crack

b: PSD for strain signal without crack.
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Fig (8) a: vibration signal with crack
b: vibration signal without crack.

Vibration Signals Measured During the Tests and Its Effect of Crack

The vibration signal has a high effect on strain signal during the machining process. As can be
show in Fig (8a) where the crack appear at the work piece and compare the result with Fig (8b)
where the crack are not appear we can found there is no trend of vibration signal at the crack of the
work piece, this is because the vibration signal result from many external recourses such as gear of
cutting machine and other dynamic influence which make the lower frequency not sensitive at the
crack in work piece. Also Fig (9) which shows the PSD for the vibration signal in both state not give
any pure indication towered the crack.
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Fig (9) a: PSD for vibration signal with crack
b: PSD for vibration signal without crack.

Crack Effects at the Feature Extracted Form Measured Signal

All the feature which are extracted from the measured signals and used to recognized the effect
of crack at the strain and vibration signal can be shown in Table (5). When analyzing these feature it
can be found that the strain feature has a greatest trend toward crack than the vibration signal. Other
that there is a feature has good trend towered crack that others. The time features for strain signal
such as ( mean, STD, RMS) given a good indication toward crack where it’s values when the crack
found lower than when the crack disappear. Wavelet packet analysis feature have good indication for
crack, such as wavelet packet for (STD, S, K, RMS). In wavelet packet we know it’s divide the
signal in lower and highest frequency and then select the lower frequency which give good indication
for the signal behavior, so in this work we choose the wavelet packet (1 and 3) to represent the effect
of crack in wavelet packet domain, in modeling domain feature the auto regressive have good
indication towered crack where it’s value where the crack happened lower than when the crack
disappear. All features for strain signal have the same behavior for crack which it’s value with
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presented the shrinkage and crack are lower than it’s value when the crack disappear. For the
vibration signal all the feature have lower trend toward crack where it’s values with present crack
approximately the same without present the crack.

Table (5) features values for strain and vibration signal measured during machining

process

features Strain signal with Strain signal Vibration signal Vibration signal

crack without with crack without crack

crack

Mean 1.3612 51.477 2.5952 2.8035
STD 9.735 148.1 358.33 351.06
RMS 105.44 3987.4 201.02 217.16
CF 0.35845 0.16752 6.9225 5.801
S 1.0934e+013 8.4593e+013 2.2063e+007 1.1244e+008
K 4.41e+018 6.7478e+019 1.1244e+011 9.8614e+011
WS1 10.146 109.39 175.79 170.09
WS2 9.2921 178.53 475.17 466.55
WS3 13.143 123.92 127.55 129.63
WS4 5.6827 92.217 213.85 202.49
WR1 75.119 2825.5 143.29 154.36
WR2 2.242 87.388 532.37 447.43
WR3 53.92 2007 103.16 109.8
WR4 2.7417 6.0201 46.03 109.99
WI1CF 0.31056 0.15768 4.744 5.3746
W2CF 14.862 8.0926 3.238 3.5868
W3CF 0.4681 0.22931 5.193 4.2721
WACF 15.186 55.881 14.407 6.3551
WK1 2.0635e+062 9.964e+063 1.188e+062 1.3137e+064
WK2 9.9748e+069 3.6012e+065 4.1267e+062 9.5615e+062
WK3 4.1267e+062 1.4139%e+064 7.2489e+067 1.866e+062
WK4 1.0767e+064 1.0638e+060 4.6772e+058 5.4921e+062
A(2) -0.089601 0.37441 0.79146 0.80926

Self Organizing Map for Neural Network:

The selected features from the two learning data sets were used to train (2 x 1) SOM with
10000 epoches. Figs (10-12) show the feature of SOM neural network for test 1. The SOM layer for
specific feature represent the behavior of that feature curve, there is a two specific layer for crack
state. The reason why only a small number of neurons are used is because it makes classification
easier (although less flexible). In this case, one neuron is used to correspond to no crack present and
one neuron refers to crack presented see Fig (13). When more neurons are used in the network, the
regions corresponding to a certain classification become larger, and classification becomes more
flexible, because when we increase the number of layer in the output the range of each feature to
have a specific layer will decrease so the layer have an precise specific feature. For each of the
selected features, a (2 x 1) representative SOM for test 1 can be shown in Figs (10 - 12). It is
important to note that although a SOM for each feature is available, the SOM is actually a single
entity. A view on a selected feature is only the view in the direction of that dimension. The SOM can
represent multidimensional data in this manner. This is illustrated in Figs (10-12), where all the
selected variables are shown on a single graph. When color coded, such a figure can display how the
values of the features correspond among one another. The observations in the (testing) data set were
labeled (no crack) and (crack), corresponding to the number of machined components (work piece
used in machining process). The best matching units for these data were looked up on the SOM. As
shown in Fig (13), it is clear that neurons 1 correspond to a no crack present and neuron 2 to a rack
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present. The figures show a SOM layer which distributed corresponding to the best matching units of
the test data. It is clear that the trajectory moves in time from the (without crack) to the (crack).

-51.477 -148.1

-1.3612 -0.735

SOM for Mean SOM for standard deviation
-3987.4 -0.35845
-105.44 -0.16752

SOM for root mean square SOM for crest factor

Fig (10) SOM for time domain feature for strain signal test (1).

-109.39 -123.92

-10.146 -13.143

SOM for STD for SOM for STD for
Wavelet packet (1) Wavelet packet (3)
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-2825.5 -2007

-75.119 -53.92
SOM for RMS for SOM for RMS for
Wavelet packet (1) Wavelet packet (3)
[]-0.31056 []-0.4681
-0.15768 -0.22931
SOM for CF for SOM for CF for
Wavelet packet (1) Wavelet packet (3)

Fig (11) SOM for wavelet packet analysis features for strain signal test (1).

[]-0.37441

--0.089601

Fig (12) SOM for Auto regressive at strain signal for test (1).

-0.35845

Without -0.16752

Fig (13) SOM for Crest Factor at strain signal for test (1) with label.
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CONCLUSIONS

1- The monitoring system can extract and select features quickly enough to enable the
manufacturer to implement an on-line monitoring system.

2- The result we showed that vibration signal has a lower trend toward crack than a strain signal
during a machining process.

3- Most features give approximately a behavior toward crack, that when the crack present the
features vales became lower values than when the crack not present.

4- RMS, STD, mean, PSD for 8.5 KHz, wavelet features for packet (3), it gives a better
indication of tool wear than other features.

5- When using SOM neural network a best correct classification of the tool can be obtained.

6- There are a cutting condition ( feed rate & cutting speed )with constant depth of cut in
machining process , which give good indication result for tool life and number of work — piece
('with and without crack) used.

7- A vibration signal has a high effect on strain signal during a machining process.
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Notification:

A cross section area of shaft.(mmz2) N Number of sampling

Ac alternative current.(A) nl Net input in neural network
A/D analogue to digital converter Pc  personal computer

AE acoustic emission PSD power spectral density

AR auto regressive R input vector

ARMA auto regressive moving average

ANN  adaptive neural network RMS Root mean square

Rn end condition parameter S Skew ness function

BPNN Back propagation neural network

C SOM function SOM Self organizing map

Cf crest factor SOMEF Self organizing map function
DAQ  Data Acquisition Card T Time (sec.)

DSPT Digital signal processing transformer

DWT Discrete wavelet transform TCM Tool condition monitoring
F feed rate (mm/min)

f frequency function VB  Vibration signal

(n) wavelet function X Mean value

h(n)  wavelet function
ICP Integrate circuit programming
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I.D.D Independent Identification Distribution
K kurtosis function

L length shaft

MA  Moving average
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NUMERICAL INVESTIGATION OF LAMINAR NATURAL
CONVECTION IN RECTANGULAR ENCLOSURES

OF POROUS MEDIA
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ABSTRACT

In this investigation, steady two-dimensional natural convective heat transfer in g rectangular
porous cavily, (hcated from below) with horizontal walls heated o uniform but different
emperatures and adiabatic sides has been studied numerically, The numerical results of heat
transfer rates are presented for porous Rayleigh numbers {Ra’), based on width of cavity, in the
range (Ra =500}, with layer aspect ratios (4r), (height'width) ranging between (0.5 Ar <5). Plats
of streamlines and isotherms w show the bebavior of the flow and temperature distribution are
presented. The current study shows that the Nusselt number is a strong function of the porous
Rayleigh number, and the geometry of the cavity is represented by aspecl ratios. Porous Rayleigh
number has a large effect on the flow field, whereas any increase in (Ra') results in changing the
flow parttern from unicellular to multicellular flow. Correlation equation has been chtained to show
the dependence of Nusselt number on the porous Rayleigh number, and aspect ratio (A7), as this
corrclativit will be beneficial in design of systems of thermal insulators in the energy storage
enginesring applications,
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INTRODUCTION

Matural convection heat transfer in enclosures involves different aspects of problems, Ths
varicty of problems comes from possibly geometry characteristic of enclosures, type of fluid, nature
of Muid Tow, crientation of the enclosure ele. The most siodies of natural convection in enclosures,
based on low-dimensional or three- dimensional parallelogram enclosure investigation, annuli and
cvlinders with diffrrent aspect rario or diamcters, or caliber. It's very interesting because of
sensibility of natural convection phenomena from geometry. Important thing like aspect ratios of
enclosures according to acceleration gravity vector, produce variety of physical situation. Also the
type of fuid with influence on natural convection phenomena. If new phenomena are added like
radiation. change of fluid phase, porous media, and chemical reaction and so on. have very difTicult
physical mislels often unsolvable, (Miomir, 2001).

In geners] naturgl convection is one of the important modes of heat transfer. This
phenomenon has been observed in numerous environmental circumstances. i occurs frequently as a
reault of density inversion caused by either the thermal expansion of a fluid, or the concentration
gradients within a fluid systom. Matural convection can also happen in & porous medium saturated
with a fluid. Generally, the porous medium is a solid with voids in it These voids arc
interconizzcted with cach other so that it is possible for a fluid to penetrate the medium. There am
many fields of application of flow through porous media ranging from industrial - processes in
lactories 1o the movement of oil or gos in an oil feld (Bouwer, 1978), and (Raudhkivi, and
Callauder, 1976). Natural convection heat transfer in porous enclosures commonly takes place in
nature, and engineering and technological applications. This phenomenon plays an important role in
diverse  applications inciwding thermal insulstors, storsge of solar energy in underground
containers, underground cable systems, heat exchangers, food industry. biomedical applications
and heat transfer from nuclear fuel rod bundles in nuclear reactors, (El Kady, 1999), Over
the past years. more emphasis is pul on nalural conveclion in porous media due to its growing
importance in engineering and geophysical areas. The analysis of the fluid flow and heat transfer
for natural convection is difficult. Only a few problems have been solved analytically, many more
have been solved numerically, (Dawood, 1991). In particular, when air is trapped in the void space
of fibrous porous media, the overall thermal conductivity of the medium is very low, consequently
these emphasis is put on nawral convection in porous media due w its growing importance-in
engineering and peophysical arcas.

The present work involves 2 numerical study of the effect of porous Rayleigh
number on laminar natural convection heat transfer’ in a rectanpular coclosurc filled with
a porous medium heated from below, Also, the objcct of this investigation is to study the
mfluence of geometry of enclosure represented by aspect ratios (4r) on the behavior of
fluid flow und heat transfer by frec convection through a porous medium.

MATHEMATICAL FORMULATION

The problem under investigation, consists of a two-dimensional porous cavity has opposite
isothermal hot and cold walls, at temperaturcs (7). & T5..). respectively, and adiabatic vertical
walls. Physical model of the enclosure is represented on Fig. (1). The cavity is fully filled with a
porous media saturated with fluid, and all the surfaces are impermeable.

In the porous medium, Darcy’s law is assumed to hold, and the fluid is assumed to be a
normal Boussinesg Quid, The viscous drag and incrtia term$ in the goveming equations are
neglected, which are valid assumptions [or low Darcy and particle Revnolds numbers, With these
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assumptions, the continuity, momentum and energy equations for steady, two-dimensional flow in
an isotropic and homogeneous porous medium are

. ok Pk (1)
ox dy
H:i'ﬁw (2)
Mo\ 0x )
~E(ar
v=—f0——p,gJ (3)
g\ Oy

';j W

In the above equations, (u, v, g P, T ) are the [luid velocity components Fig. (1), the
viscosity, the pressure and the temperature. The two momentum equations (2), and (3) reflect the
Darcy flow model, where (X ) stands for the permeability of the porous material. It is assumed that
the fluid and the porous sclid matrix are in local thermal equilibrium, at temperature T (x,y). The
thermal diffusivity (e.)is defined as (e, =&, /p,cp, ) where, (k) is the effective thermal

conductivity of fluid-saturated porous matrix composite and (2, ¢p, ) is the thermal capacity of
the fluid alone.

The governing equations (1)-(4) reflect also the Boussinesq approximation, where by the
fluid density (pg is regarded as a constant except in the body force term of the vertical
momentum [Eq. (3) where it is replaced by

p,pl-pr-1.)] )

Using this approximation, and eliminating the pressure terms between eqs. (2), and (3), yields a
unigue momentum conservation statement, .

ou _ov__ p.gbkal

oy dx M Ox ©

The above equations are subjected to the following boundary conditions:

u=0 at x=0,L,
Impermeable v-alls (7)
v= at  y=0H,

=Ty at =0,
[sothermal horizontal walls (%)
T=T., at  y=H,
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T
adiabatic vertical walls i— =0 a x=01L (9)
(1Y
NUMERICAL PROCEDURE

The mathematical problem formulated above was first placed in dimensionless from by

defining the new dimensionless variables

¥

o=, Y=

L
10
A, T F-T.,
wl I'fr : :rhl _I.w
. " g Ay Ly i :
where, () is strcam function (u = &J.- v=-—— yand (AT =T, =T ) The dimensicdless
dr
forms of the momentum and energy equations arce then
&’ a'y Jae ]
L SR TR Ty Bl iy
cix oy, &x, |

= - 2 ~
Erﬂi ':_I'Ff ﬂi!p, {J_F_Tﬂ_lff:'_+ EE (12)
Ei_l}}i E':q &rp a_}rq -:'-".'r.' ﬁy.}

Where, {#a) is porous Rayliegh number, based on width of the enclousee, and defined as:-

. Kgdl AT
R =Das Bo sl {[3)
WY

i

The corresponding dimensionless from of boundary conditions {7) - (9) is:-

Bml, g a0 al p.=0 for O<x. 51

f=0, p,=0 ar w.=Ar for 0=x =1

i
gx—=[.'l,w.=i} ar X, =0 amd | ,for 05y, < dr

The physical quantity of interest in this problem is the average Nussell number along the hot
wall, defined by
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I'he ratio of the convective to conductive heat transfer rates and (0} indicates  porous Rayleigh
number (Ra = 0.0). The convective heat transfer is calculated from:-

L =r
Do ==k, | i dlx (15)
TR 5—']“-*'1-4 o M

Where as the conductive heat transfier is calculated from:

AT :
s =K, L F (16}
Thus, eq.( 14} becomes
Mooty ff .":"’E] = (17)
ah @ )

Numerical methoed is used to compute the stream function and temperature distribution for
the porous cavity. A finite-difference technique is applicd to solve the governing equations. The
upwind differences method is used for the transport terms in the cnergy equation. All other terms in
the energy and momentum equations are discretized by ceniral differencing. The successive
substitution formulas derived in this way satisfy the convergence criterion nnd are guite stable for
many ciwumstances, (Najdat, 1987). The choice of an already-used numerical scheme was
intentional, in order to be able to check the validity of the present resulls against published results
for the no-obstruction case (I7.=0); this test is presented later in this section, The finite difference
approximation of the governing equations was based on dividing the (0 = x+ < 1) interval into (#1)
cqual segments separated by (w1 1) nodes, Likewise, the (=) imterval was divided inte (#} scgments.
The numerical worl starts with postulating a certain distribution of flow and temperaturd in the
{xe= - ] space . In the present solution of distributions were taken as {¥-=0 ) and (& = 3= ). i.c.00
flow and pure conduction. Based on these old ficlds, the momentum equation (12) is used to
determine point-by-point the new (¥ field, while the energy equation (13) is used to determine
the mew (# ) field. The iteration process is terminated under the following condition

i |gZ <107 (18)
where,(7) stands for either (. or &) () denotes the iteration step,

Before starting the computational solution, the grid independence of the results must b
tested. Thus, rumerical experiments have been carried out 1o solve a two-dimensional convection
problem. The porous Rayleigh number in this test is set to be (3 00), while the grid size varies from
{10=10) to (70=70) for different valucs ol aspect ratio as shown Fig.(2). It is found that the change
in the heat flow rate for grid size of (#0400}, and (50=50) is less than (0.45) percent for the
whole range of aspect ratio (0.5 < Ar < 5). Therefore , the number of grid that is adopted in
the present study is(d0x40), The number of grid was selected as a compromise between accuracy
and speed of computation.
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RESULTS AND DISCUSSION

Effect of porous Ravliegh number on the temperature distribution and flow fields can be
clearly seen in Figs. (3) to (6). For (fa —0) the case, heating from below at constant surface
temperature, the encrgy is transported from hot wall to cold wall by pure conduction {i.e, Nu— 1.0)
for ssturated porous media at {Ra")y less than its critical value. In the conduction regime, the
isotherms are almost parallel to isothermal walls. The conduction mode of heat transfer continues
undil a eritical value of Rayleigh number is reached.

For the case of (4r=1), the value of (Ra.’) has been found to be equal to (39.5), This isina
good agreement with the value predicted from the linear theory (Ra. 4n° ). At this value the
onsel of convection begins because of the buoyancy effects, Thus, the Now Neld comprises a
primary cell circulating around the entire enclosure with clockwise (this s an arbitrary direction). It
may be counterclockwise, Fig. (3) and has a maximum value [or the stream function {Weme= 1.95).
The small value of {peye) characterizes a very weak convestive flow. The isotherms deviate only
slightly trom those of the pure conduction state. The extremum value of the stream funclion
becomes larger as (Ra ) increases, indicating 2 more cffective motion, a circulatory motion is
established because of the buoyancy influences. In addition, further increase in (Ko ) resulis in
changing the direction of the isotherms and change the flow pattern from unicetlular o multicellular
flow. Fig. (4) shows the streambines at (Ra =100}, {4r=1). This flow exhibits two counter- rotating
cells. each covering half of the cavity. It also indicates the low rising slightly in the middie, tuming
at the top of the cavily, moving adjacent the cold wall, tuming, and falling down the i!'IFuL!iEllEli wall.
The number of cells are increased to three at {(Ka 300) and then reduced 1o two at (Ra =500),
sec Figs. {5 ). and (6). The same phenomenon has been  noticed by (Prasad and Kulacki, 1985).

Effect ol aspect ratio on the flow pattern can be inferred with reference to Figs. (7) tw (10).
It is worthwhile to note that any  increasc in aspect ratio delays the appearance of convective
mode. The reasoning for this is as follows. As the aspect ratio increase, the isothormal walls
become smaller than the insulated walls. Thus, there is a small arca for convective cﬂplribuﬁﬂa,
compared to the path for flow. Also it is seen the flow change 1o maulticetlular fow at (Ra =100} for
(Ar=1), Mow, different values of aspect mtio will be taken 10 examine the appearance of the
multicetlular flow. The results of the numerical computations for streamlines and isotherms at
(H,;;"_ 104 with {Ar=0.5.1,1.5, and 2} arc plotted in Figs. (7) ta (10) which show  that the number
of cells depends strongly on the value of aspect ratio. As depicted in  this Figures, two cclls
appearcd at (4r = 1) while the number of cells redueced to one st (Ar—1.5). This is expected
because the dislance between isothermal wall at {Ar=1) is smaller than that of (Ar= 1.5}, Thus, the
resistance to flow is bower, Also, it is interesting to note that for (Ar>1) and (Re =100} the flow
is s0i pnicellular, Vohile, the onsel of convestion starls at {Ra‘—I‘i'.F:I for (A4r=1) It is worthwhile
to note that any increase in aspect ratio delays the appearance of convective mode. Fig{l1)
represents the relation between the maximum value of stream function (yreme ) and porous Rayleigh,
number compared for different values of aspeet ratio {4} At low porous Rayleigh number {Ra
= 50, (iwemm) 5cems to be invariable with aspect ratio this is due to dominance of conduction as
mentioned before. Al higher porous Rayleigh number or when convective becomes dominant.
fareman) increases with increasing (A7), since for a higher aspect ratio, the path along which Lhe
ascending flow is heated is longer, the velocity as well as the circulation (gema) becomes higher. It
is also show that the peak value of {sm.) depends on (Ka ).

Figure (12) show the variation of Nusselt number versus porous Rayleigh number for aspect
ratio {A#=1}, Porous Rayleigh numbers take values in the range (Ra =50 to 500). bacause of the
stahility of problem and program into compater. It is clear that (Vu) equal to one in the conduction
regime (1.¢. at Ka < Ka. ). The reason is that the viscous force is greater than the buoyancy force
therefore the heat is transported by conduction as discussed previously. [n general form, the value
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of (Nu) increases with increase (Ka'). as shown in Fig. (12). Then, {Nu) inerease rapidly as {Ra )
increases expressing the  existence and increase of convective heat transfer.

The cffect of aspect ratio on the Nusselt number, and porous Ravleigh numbers in range
(Ra = 100,150, 300, and 500) is depicted in Fig. (13). It is noted that the aspect ratio has a preat
effect on the heat transfer results. For (Ra =150), it appears that the vaiue of {Nu) increases with
an increase in aspect ratio beyond (0.5). It reaches a maximum value of (M) at about {Ar=1.5).
Then, the value of (Mu) decreases with an increase in aspect ratio in the case {Ar =15} This can
be explained as follows. For large aspect ratie, the Muid encounters much more flow resistance in
the y-direction due to the increased path length. The location of the maximum Nussell number
change with changing porous Rayleigh number. The above Figure also indicated that the Nusselt
number is a strong function of porous Rayleigh number, For the range of {Ra") which is used in this
inviestigation, the maximum (V) is found to be fay between aspect ratio from (0.5 10 1.3). The
present result of the rate of heat is in good agreement with those reported by (Caltagirone, 1975),
for a porous layer heated from below and (Chan etal., 1970), for 2 porous layer heated from
side,

Finally, correlation equation has been predicted depending on variation of  porous Rayieigh
number, - nd aspect ratio, by using least square method.

Mu=021741Ra" 7" Lap e (19]

The sbove correlation is acceptable in the range of porous Rayleigh number (0 Lo S00)), and aspect
ratio (0.5 to 5).

1o ensure that this approximation correlation is usable, the correlation coefficient (7) had
been obtained for each equation. The minimum value of (R} was (0.96) , that means this
approximate equation are good for predicting the value of Nusselt number. Fig. (14) shows the
camparison between predicted and numerical results. Agreement between numerical and predicted
is close, although most the predicted points lie near the thearetical line.

The preblem is modeled in a rectangular domain subjected to different temperature on it 3
horizontal sides with the left and right sides are insulated. All the analytical and numerical
solutions, and experimental study show that the onset of natural convection in & porous faver starls
al (Ra' = 4 7 1. The numerical solution agrees with those solutions, this is shown Table {1}

Further, values of the average Nusselt number along the hot wall of the cavity at the steady-
state flo. - for (Ra = 50, 100, and 200), are given in Table (2). It is seen again that the present
values of (Nu) are in very good agresment. with that chiained by different aulthors, such as (Chan et
al, 1970} (Burns et al. 1974), have anal}:z_rd a similar problem for different values of aspect ratio.
The comparison with their results for (Ar=0.5, and 1} show agreements within (& 8 %) except the
case for {(Ar=1 and Ra =200} where the agreements is (+ 4 %h). (Chan et al, 1970), and experimental
inyestigation presen.ed by (Close, Symons, and White, 1985), presented their results in a graph and
some errors might have been introduced in reading the graph. Also, as shown in the table, there
are some difference between the present work and those of (Burns et al, 1974}, and (Bejan and
Tien, 1978). These difTerences are attributed to the finite difTerence approximation,

CONCLUSIONS

The problem of sieady laminar natural convection in a two-dimensional, pTOus cavity under
uniform temperature on two opposite walls while the other walls are insulated has been studicd
numerically. The main conclusions of the present study ane:
L. ¥or the porous enclousres that have been solved, it has been demonstrated that the Nusselt
number (V) is a strong function of porous Rayleigh number, the value of {Nw) increases with
increase (Ra ) for same aspect ratio.
2. The feal transfer is represented by Nussell number (Mu) as a function of the genmelry
represented by the aspect ratio {Ar). As the sspect ratio increase, the isothermal walls hecome
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smaller than the insulated walls. Then the value of (Ny) decrenses wilth an mcrease in aspect ratio
beyond (0.5) for the same porous Rayleigh number. Later, any increase in aspect ratio delays the
appearanice o convective mode should have been noted.

3. The effect of porous Rayleigh number has a lange effect on the flow field. AL low value of (Ha),

the flow field comprises o primary cell circulating around the entire enclosure. The extremum value
of the stream function becomes larger as (Rua') increases, indicating 8 more effective  motion, a
circulatory motion is established because of the buoyancy influences. Further, increase in (Ra')
results in changing the (low paltern from unicellular to multicellular Mlow. The number of cells are
increased 1o three at (Ra =300) and then reduced to two at (Ra =300},

4. Correlation equation {19), can be used to calculate the rate of heat transfer as a function of (Ra').

and {Ar), As this correlation will have heen benefiting in a design for systems of thermal insulators
so thal storage of energy in the engineering applications,
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NOMENCLATURE

List of Symbols

Ar = Aspect ratio = (HL)

Cr = Specilic heat at constant pressure, (ke K)

Lla = Darcy nu1:nhcr=|{ﬁ1’f."}

g = Acceleration due 10 gravity, {m's)

fI = Height of cavity, (m)

I Width of parous cavity, (m)

K = Permeability of porous medium, (m”)

ke = Effective thermal conductivity of fluid-saturated porous medium, (#7m. £ )
Nu = Average of Nusselt number

F Pressure, {Pa)

Chonme = Comvection heat transfor rate, {Iﬂ"}

o — Conduction heat transfer rate, (#)

Ra' = Porous Rayleigh number based or width of cavity
r Temperature, (K)

T = Temperature of cold horizontal wall, (K).

Twe = Temperature of hot horizontal wall, (K.

u = Fluid velocity in x-direction, {m/x)

v = Fluid velocity in y-direction, {m/s)

x, ¥ = Caresian coordinates

Greck Symbaols

@, = Thermal diffusivity of porous medium, (m'/%)

£ = Thermal cocfficient of volumetric expansion, (K}

AT = Temperature difference belween isothermal surfaces = (T =T b (K

Ta74
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# = Dimensionless temperature = (7-Too)/( Tho -Too)

g = Dynamic viscosity, (kg/m.s)

= Kinematic viscosity of fluid, (ni’/s)

p = Density, (ke/m’)

w = Stream function, (m’/s)

{ }» = Dimensionless variables

Table (1) Comparison of the Onset of Convection in two-dimensional porous layer.

| Dawood | Caltagirone i Present
1991 1975 work
Numerical Numerical | Numerical
| Ra 39 44 41 395

Table (2) Nusselt number comparison for the present work with

the past studies at the same boundary condition.

i T Nu
| “Numerical | Numerical | Analytical | Analytical | Experimental |  Present
. Study Suudy ' and Study Study Close, | work
Ar | Ra Y Stady Numerical | Bejanand | Symons, and | Numerical |
Raed 2003 | Chanl970 Study Tien 1978 | White 1985
| Burns1970.
05/50| — | 148 | 1430 | 1.770 | 1234 | 1.363
100 — 2.500 | 2.854 | 2.800 2.244 2.689
i_ 1 S
"1 100] 1.897 | 2.100 | 2200 | 2.120 — 2.289
1200 3.813 3.560 | 3.600 | 3.250 | — 3.413
- i = J o
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Fig.(5) Pattern of (2} streamlines, (b} isotherms  Fig.(6) Pattern of (a) rm:m'nliﬁﬂﬂ- (b} isolherms
For Ar={, Ry =300 For dr={, Ru = 501
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Fig. {71 Padern of (astreamlines. (blisotherms Fig. {8 Patern of {a} streamlines. (b} iscdherims
For Ar~@35, R —1iv e ==, Rt

Fig. () Pavern ol (@) streamlines, (b) isotherms Fig.(10}Pattern of {a)streamlines. biisotherms
For Ar={ 5, Ha 100 For de=2 Ra =[N
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